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PREFACE

This report gives an account of studies made over a period of six years under a contract
between the National Oceanic and Atmospheric Administration (NOAA) and The RAND Cor-
poration. Preparation of this report was funded by The RAND Corporation.

RAND’s initial modeling studies supported investigations made by other scientists of
NOAA and universities concerning the physical processes in and on the waters of the
Alaskan outer continental shelf. Gradually it became clear that probabilistic oil spill trajec-
tory simulations directly usable in impact analysis were needed in addition to the field inves-
tigations of physical oceanographic processes. Efforts were then redirected from a scientific
modeling study (aiming to obtain a better understanding of the complicated hydrodynamic
processes of the Alaskan continental shelf) to analysis and simulations directly usable for
impact assessments. Most of the study results were submitted in digital form to the
Minerals Management Service.

In modeling studies made to better understand the physical processes, generally only a
limited part of the system is modeled. This type of modeling is well understood and accepted
by most, since the physical processes can be quite clearly formulated in mathematical expres-
sions. Modeling for impact assessments and policy analysis is different. Here, scenarios
have to be selected and processes have to be screened as to their relevance in the final
results, and the modeling requires the execution of a large number of modeling steps in
sequence.

Few modeling studies of this type have been made for the environmental impact assess-
ment of Arctic waters. For this reason, in this report the authors particularly emphasize
descriptions of the processes that were included and how these processes are incorporated in
the overall analysis. Thus with this study the authors intend to support the environmental
impact assessments made by others by stating what was considered here and how all of the
results have been combined.

In making the analyses reported here, the authors made extensive use of computer
simulations, but most of the critical analyses were made by conventional means. The
analyses of the Alaskan coastal system have been more difficult and tedious than other
analyses made of other coastal areas. The primary reason for this difficulty has been the lack
of field data. For example, parts of the Beaufort Sea beneath the permanent polar ice cap are
not charted. Carrying out a monitoring program in the large remote offshore areas of Alaska
is difficult and expensive, particularly as the presence of sea ice poses unique problems.
Many instrument packages were lost during the data collection efforts.

Even with these difficulties, the modeling studies have been very rewarding to the
authors. Many times the analyses were confirmed by field data collected after a certain area
had been modeled.

The authors found the hydrodynamic and weather systems in the study areas very com-
plicated, but valued the opportunity to study the major dynamic processes involved.
Obviously, there is still much to be learned about the hydrodynamics of one of the widest con-
tinental shelves in the world.
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SUMMARY

This report presents the development of three-dimensional numerical models of the
Bering Sea, the Chukchi Sea, the Beaufort Sea, and the Gulf of Alaska. These models are
formulated on ellipsoidal horizontal grids and variable vertical grids covering a total area of
more than three million square kilometers and slightly more than half of the entire U.S.
coastline.

The hydrodynamic model is coupled to a two-dimensional stochastic weather model and
an oil spill trajectory/weathering model. The former also simulates stochastically the
cyclogenetic/cyclolytic processes within the modeled area.

The report also compares the computed results with available field data. These include
tides, baroclinic circulation, ice distribution/movement, and the partition of kinetic energetics
in the frequency domain.
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1. INTRODUCTION

This report presents modeling studies of the hydrodynamic and related physical
processes of the Alaskan coastal waters for impact assessments of the exploration and exploi-
tation of oil reserves on the Alaskan outer continental shelf.

At present, the Prudhoe Bay field in northern Alaska contributes a substantial amount
of the current domestic oil production of the United States. Oil is also expected to be present
on the continental shelf of Alaska, and it is estimated that approximately 28 percent of the
total U.S. oil reserve is located beneath the shallow ice-covered seas of the Alaskan continen-
tal shelf (Weeks and Weller, 1984). To explore and to exploit these rich oil resources,
engineers must confront hostile oceanographic conditions such as high tides, waves, strong
currents, and dangerous working conditions associated with the sea ice. Results from the
modeling work reported here will provide useful information on the environmental factors
affecting the design of engineering works for the exploration and exploitation of these oil
reserves.

The Alaskan continental shelf is rich in fishery resources. Being one of the most pro-
ductive fishing grounds in the northern Pacific, the potential ecological impact of an oil spill
is also of major concern. Another major concern is the impact of oil spills on wildlife, particu-
larly in those areas where wildlife congregate during certain periods of the year. As a result,
the major application of the models we developed during our studies has been for the assess-
ment of risk associated with petroleum development within the region. For this reason, a
major part of this report describes the methodology used for the computation of oil disper-
sion, weathering, and movements, and the results of these computations.

Initially our studies were limited to the determination of water movements resulting
from tides and the distribution of densities in the considered water bodies. Soon after we
began our modeling work, we realized that results of a hydrodynamic model cannot provide
much data for environmental assessment without regional weather information and models
for the computation of the movement, dispersion, and weathering of oil spills.

The studies reported here were made in conjunction with environmental research stud-
ies performed by others. The work includes all the waters of the Alaskan continental shelf,
but some areas were covered with more geographic detail than others.

In each chapter of this report, studies for each particular process are presented. Thus
in each chapter the formulation of the model is described and results are presented for the
different application areas.

Chapter 2 outlines the mathematical formulation and the solution scheme of the hydro-
dynamic modeling system. Because of the strong buoyancy effects caused by ice melting in
the water column, and because of the intense momentum transfer process associated with
frequent storm activity, a new turbulence closure scheme is used. The scheme is somewhat
different from the traditional approach and is described in Chapter 2. Also represented are
the behavior and performance of the numerical model. Particularly important is the model’s
verification on the partition of energy in the frequency domain for both homogeneous and
nonhomogeneous tubulent flows. This is an essential step in model development.

Chapter 3 describes the modeling of hydrodynamic processes including tides, wind-
driven currents, and the residual circulation induced by the baroclinic field. The Alaskan
coastal waters are part of three major oceanic systems—the Arctic Ocean, the Bering Sea,



and the Gulf of Alaska. Each system has its own distinct characteristics, but they interact in
a complex, yet interesting way. These important features are also presented in this chapter.

One special feature of the Alaskan coastal waters is the frequent presence of storms.
These large moving storms produce strong winds that alter the areawide hydrodynamic
processes through long-period oscillation within the system. The intense storms not only
pose a threat to the offshore, oil related activities but also play a significant role in environ-
mental risk analyses such as the reversal of ice transport between the Bering Sea and the
Arctic Ocean. The cyclogenetic/cyclolytic processes associated with these extratropical
storms are complex and stochastic in nature. The probabilities associated with the storm-
related parameters have to be considered together with the environmental risk factors.
Because of this, stochastic models are developed to estimate the weather elements associated
with the modeling systems such as the variability of wind fields. These analyses are
presented in Chapter 4.

Another special feature of the Alaskan coastal waters we included in our studies is the
presence of ice. Chapter 5 gives a description of the ice modeling work. Nearly half of our
modeled area lies within the Arctic Circle. In this region the waters can be completely free of
ice at some time of year and completely covered with ice at other times. The presence of ice
complicates the modeling work considerably, particularly when the knowledge of polar ice is
incomplete.

In Chapter 6 we describe the transport, dispersion, and weathering of spilled oil. To
provide information for oil spill risk analyses, the movements of spilled oil were computed for
at least one month under summer conditions. If simulated spills occurred during winter, the
simulation period had to be extended, sometimes for several months. In the computational
methods we developed for this purpose, we accounted for the movements of oil under ice.

Wind is a major input to the oil trajectory computations. The wind model described in
Chapter 4 is used for this purpose. In some instances, information had to be provided on the
distribution of oil in the water after a spill. With excellent cooperation from other research
institutions, we were able to develop a model for the dispersion of oil that included the oil
weathering process. The procedures for these oil dispersion computations are also presented
in Chapter 6.



2. THE THREE-DIMENSIONAL MODELING SYSTEM

In the modeling system, the three-dimensional hydrodynamic model is one of the most
important models. This model is formulated according to the equations of motion for water
and ice, continuity, state, the balance of heat, salt, pollutant, and turbulent energy densities,
on a three-dimensional finite grid. The vertical momentum, mass, heat, and turbulent
energy exchange coefficients are computed from the turbulent energy, thus the model con-
tains a turbulence closure computation. Turbulent energy dissipation resulting from the
mixing of heavier water with lighter water is accounted for in the turbulence closure.

For the derivation of basic equations, the reader is referred to Liu and Leendertse
(1978), in which aspects such as open boundary conditions, numerical stability, solution
discontinuity, and conservation properties are also described.

In the present model, the horizontal grid conforms to the earth’s ellipsoidal coordinates
and the arbitrary vertical grid spacing approximates the bottom topography of the modeled
area. The results are subsequently transformed into the Universal Mercator projection for
graphical representation. For simplicity, the system of modeling equations is presented here
using the standard finite difference notation on a regular spatial grid network in the horizon-
tal direction, and on an irregular grid in the vertical (Fig. 2.1). The coordinates i, j, k, and n
are used to denote discrete points in the x, y, z, and t domain. The finite difference formula-
tion adapted for the computation takes the following form:

8l = — E [6,()?11) + 6y(ﬁyu)] ati,j, n

k 2.1)

where the variation of the water level € is derived from the continuity equation by vertical
integration, and A is the layer thickness. The momentum equation in the x-direction:

+ %[hé,(E,s,Ez‘) + 6:(hAsbu) + 8y(h ‘A—y’yayu)_]
p
at i +%,j,k,n (2.2)

where E, is the vertical momentum exchange coefficient, and A,, A, are the horizontal
exchange coefficients in x-direction and y-direction, respectively.
The momentum equation in the y-direction:
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The mass-balance equation for salt,

¢t

de(hs) = — ou(h"us) - oy(h”v5") — ha, (ws")
+ 84(R7Dabs)- + 8,(F7Dydy0)- = hoy(w0,5%)

ati,j, k,n 2.4)

where D, and D, are the horizontal diffusion coefficients, s is the salinity (salt concentra-
tion), and x is the vertical mass exchange coefficient. For temperature:

t

5(hT) = - a,(ﬁ’uf‘) - ay(ﬁ’ui") - ha,(wT’)

+ 8:(R"Du5.T)- + 8,(A" Dy, T + hoy(x5,T")

ati,j, k,n (2.5)
where ¥’ is the vertical thermodiffusion coefficient.
For the SGS energy density in the system,
t —x _ —y —
6,(he) - - 6,(h ue‘) - 5y(hyvey) - héz(wez)

+ a,(ﬁ‘n,a,e)_ + a,(E’Dya,e)_ + hé,(E,b,e'z') + hS," — D.h

ati,j,k,n (2.6)

where E, is the vertical momentum exchange coefficient. For the pollutant constituent con-
centration:
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8(hP) = — 8;(R"uP") - 8(R7vP") - ho,(wP")
+ 8:(R"Dy8,P). + 8,(h”Dyd,P). + ho,(x5,P" )+ hSp — Dph

ati,j, k, n 2.7

The equation of state is approximated by:

[5890 + 38T — 0.375T2 + 3s]
[(1779.5 + 11.25T — 0.0745T%) — (3.8 + 0.01T)s + 0.698(5890 + 38T — 0.375T2 + 3s)]

ati,j, k,n +1 2.8)
The continuity equation is used to compute the vertical velocity:
~x ~y ..
S,w = — 6,(h u) - 5y(h v) ati,j,k,n + 1!
2.9

Similar equations for velocity components u and v can be written for the top and bottom
layers, but now the effects of wind and bottom friction must be considered. We have at the
surface:

x x
—x

b(hu) = - a,(ﬁ‘u u*) - 5,(}?’:; Z’) - E‘az(i‘u‘;‘) + oY Bi R*5.P

+ Ei" [Opawf sin ¢ — (Ex0,2™ Joog/2 + 0:(hAs0.u)- + 8,(h "A_y’yayu)_]

ati+ %), n (2.10)

where v is the clockwise angle between the model’s y-axis and the direction toward which the
wind is blowing and where © represents the wind-stress coefficient. In the y-direction, the
momentum equation becomes:

y —y ~xy

5(h ) = — S(h 7w 5%) - ay(f?’uy:?’) - R @@’ - fo” - gly_ R’ s,p

x

+ %[(—)pawaz cos ¥ — (EyézJZ‘)k_m + Bx(EyA_,-y 5:v)- + @(hAﬁ,v)_}

ati,j, + %1, n (2.11)



where w, is wind speed, and Po Tepresents the density of air. At the bottom layer the
momentum equations become:

t z x

SR u) = — o:(Ru @) - 5y(5’v @) - E’a,(a’w’) + o - Ei" kR 5.p

+ %{ (Ex‘szam)k—l(—lﬂ - f)’gu_[ui + @‘3)2]‘/2/((7‘)2

+ b(hdsdu). + ay(ﬁT‘y‘yayu)_} ati+%j, K n

- -

«Mﬁyv)t - 5,(E‘u o%) - 5,(}?’0 o7) - E’a,(a’wy) - - ;ly_ R'sp  (212)

+ EL{ (By8:5" Yok -1z - ?gv*[(ﬂ? P+ UE]% / (5

x

+ 6,(}?,?,' 6,0)_ + 6y(hAy5yu)_} ati,j, + % K,n (2.13)

where C is the Chezy coefficient:

In the modeled area, each vertical motion of water mass has to work against buoyancy
forces induced by the density gradient. If the available kinetic energy of the turbulent
motion is insufficient to overcome this stabilizing effect, turbulence is inhibited and
suppressed. As a consequence, the process of momentum and mass-heat exchange will be
lower than the neutral stability condition. The criteria for the onset of this turbulence-
suppressing process in the system can be obtained from the local density gradient and tur-
bulent energy level. Therefore, the variability of the vertical exchange coefficients in the
model is computed by a turbulence closure technique using local turbulence intensity, e:

Ey, =5 L\/e_ " (2.14)
E. = 5% L\/e_ - (2.15)
E, = aq, L\/e—_z (2.16)

2
k=agL\/e_ 2.17)



where @, , a4 are turbulence closure constants and L denotes the length scale, which can be
approximated by an additional transport equation (Rodi, 1980), or by a parametric expression
based on work by Kranenberg (1984, 1985) and J oppe (1985).

1
2

1
m + K (2.18)

where

L =¥z -z /d)/?

25 =C,(xp, /(gdp/oz) (2.19)

¥’ is the von Karman constant, z represents the vertical distance from the bottom to the
point considered, and d is the vertical distance from the surface to the bottom.

In the horizontal direction, the exchange coefficient is computed in two parts as a func-
tion of the local vorticity gradient and the local grid dimension. The first part is:

A=q| (80" + 8,0%) | (ag) (2.20)

where o is the vorticity, v is a coefficient, and A% is the local grid size. This part represents
the exchange for a wave number lower than the spatial Nyquist frequency. The second part
represents the contribution from the homogeneous subgrid scale turbulence above the spatial
Nyquist frequency, which can be computed according to Kolmogorov’s turbulence spectrum
theory. The gross horizontal exchange coefficient is therefore:

D, =A% + asa?”? (2.21)

Dy, = &7 + gsA0*” (2.22)

where a5 is a function of the energy dissipation rate. In a strict sense, molecular diffusion,
which is quite small (and a property of the fluid), could be added as the third part. These
three parts thus cover the turbulent dispersion/diffusion process over the entire spectral par-
tition without overlapping.

In the model the amount of reduction in the vertical exchange resulting from
stratification is based on the direct computation of the local gain in potential energy induced
by vertical mixing. The exact amount is then taken out of the local turbulent (kinetic) energy
budget. In the equation of energy (Eq. (2.6)), the generation and dissipation terms become:



S. - D, = as vaz[(aza_‘)z + (& m)z] tayLve Ti_ (625’)

— )\ p J
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2
) (2)

(2.23)
- a2e3/2/L
—_—
(3)

where the first term denotes production, the second term represents the portion supplied
that is used in potential energy increase, and the third term is dissipation.

The model algorithm allows a variable layer thickness to be used. In all models the
thickness of the upper two layers is roughly half the mixed layer depth. Near the pycnocline
the layer thickness is reduced to obtain the vertical resolution that is needed to model the
mass and momentum exchanges and the dynamics with the appropriate accuracy.! These
processes are of primary importance in our modeling work and are one of the major reasons
why three-dimensional models were used in our analyses.

For oil spill trajectory computations and for computations of the dispersion of oil on the
surface of the sea, surface currents are needed. These currents can be obtained by an extra-
polation starting in the middle of the top layer. An analytical solution similar to the solution
by Ekman (see Neumann and Pierson, 1966) is used. Ekman uses a fixed vertical eddy
coefficient in his computations, whereas in our work this coefficient is variable. These time-
and spatially varying coefficients are derived from simulations with the three-dimensional
model by means of the turbulence closure procedure described above.

During the development stage of the modeling system, subsurface currents have been
computed by means of vertical turbulent closure of both first- and second-order schemes,
similar to that described by Launder and Spalding (1972). During tests, in the absence of a
wind-induced free-surface energy source, both one- and two-equation models have worked
well. However, under variable wind (or storm) conditions, and sometimes with floating ice,
there is little experimental information on the surface effects of wind-induced turbulence
that could be used as the basis for providing parameters for specifying length scale (Rodi,
1980).

As illustrated in Figs. 2.2 and 2.3, the model produces logarithmic vertical velocity
profiles in homogeneous oscillating flow (straight line on a semilog plot). It can also repro-
duce nonviscous analytical solutions when all diffusion coefficients are set to zero.

Consider the turbulent closure computation when the model is driven at the open boun-
dary by a monochromatic wave, in this case, a semidiurnal M2 tidal component into the
Chesapeake Bay (see Fig. 2.4). In the model’s interior, the scheme can produce the cascade of

1We did not introduce vertical coordinate transformations in which the layers are a fixed fraction of the full
ocean depth even though such an approach reduces the programming effort considerably, as boundary conditions
are very much simplified. When such transformations are used, the model loses its effectiveness, as this procedure
introduces artificial mixing. This can be visualized by considering a deep point and an adjacent shallow point of the
grid with water of low salinity. When the currents have a direction from the shallow area to the deeper area, then
the water at the bottom layer of the shallow area is moved directly into the bottom layer in the deeper area and we
obtain strong artificial mixing.
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energy distribution according to the universal “minus five-third power law" (Hinze, 1959)
through the model’s nonlinear advective process. (Also, see the recent measurements by
Heathershaw, 1979, and Elliott, 1984.)

In stratified geophysical flow, the density-induced vertical exchange often has a time
scale much shorter than its horizontal baroclinic counterpart. It also plays an important role
in the coastal ecological balance via the euphotic/energetic processes. It, therefore, creates
stringent demands on the accuracy of modeling. On one hand, advances made in other dis-
ciplines, such as aerodynamic modeling, can often be applied to the geophysical flows, but, on
the other hand, the differences in the free-surface and other boundary treatments make the
closure technique not necessarily identical for stratified flows because coastal flows are pri-
marily two-dimensional. Recent findings on the nonequilibrium statistical characteristics of
turbulence have shown that the universal Kolmogorov-constant of the turbulence spectrum
has to be modified for two-dimensional turbulence. Peaks of the spectra for two-dimensional
turbulence are not uniquely located; however, they depend on the energy input and the rela-
tive location from the boundary (the so-called localization factor). Models relying on the
Richardson-number-related parameters are especially susceptible to field measurement inac-
curacies.

Consequently, over the past several years we have modified our earlier models that
required Richardson-number-related parameters to an energy balance approach (Eq. (2.23)).

For the stratified fluid, when the computed spectra of the vertical displacements (in the
surface layer, within pycnocline and near bottom, Liu and Leendertse, 1979) are plotted on a
log-log scale (Fig. 2.5), the distribution of significant energy within this spectra agrees with
the observed spectra of the first-mode internal wave (Gordon, 1978).

When the Bering Sea model reported herein is driven with the predicted tide (not meas-
ured), the computed subsurface current in the model’s interior point agrees fairly well with
the observed subsurface current both in magnitude and in direction (Fig. 2.6). When the
computed velocities and the relative turbulence intensities at 15 layers are normalized with
respect to the bottom, the vertical distribution of relative turbulence intensities (circles in
Fig. 2.7) is nearly the same when compared with the standard NACA (later NASA) calibra-
tion curve of air flow measured in a brass pipe. In that graph, the insulation of momentum
transfer across the pycnocline is evident.
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3. MODELING COASTAL HYDRODYNAMIC PROCESSES

MODELING TIDES, RESIDUALS, AND BAROCLINIC CIRCULATION
IN THE ALASKAN OUTER CONTINENTAL SHELF

Tides are probably the most important and consistent driving force in the Alaskan shelf
waters. For example, about 90 percent of current energies over the Bering shelf are of tidal
origin. Tides over these shelves are driven primarily by astronomical tides of the Pacific
Ocean and of the Arctic Ocean. Amplitudes of the Pacific tides are substantially larger than
the Arctic tides and they penetrate through the Aleutian Islands, entering the Bering Sea.
The two tidal systems encounter each other near the Bering Strait where exchange of water
masses takes place. Tides are believed to be one of three major factors that cause the
exchange of water. Other than atmospheric forcing and density-induced circulation, the
difference in tidal characteristics between the Bering Sea and the Chukchi Sea is that they
also induce residual currents through the Bering Strait.

When in deep water, tides do not generate significant tidal currents. Consequently, bot-
tom dissipation and the shore’s effects are minimal. Tides, as a long wave, tend to maintain
their characteristics without much deformation until they reach the continental shelf. When
tides propagate through the shallow shelf area, the nonlinear advection terms in the equa-
tion of motion generate higher harmonics of the fundamental frequency. When bottom dissi-
pation is not considered, the second harmonic increases in amplitude with the distance of
propagation into the coastal zone. On the other hand, bottom friction generates odd harmon-
ics. A sloping bottom and configuration of the shoreline induce the dispersion of tidal energy
across frequencies by the mechanism of nonlinear advective transport. These higher-order
mechanisms not only modify tidal levels along the coastline, but more important, they create
residual transport responsible for carrying floating and soluble substances for longer time
periods, which was of particular importance to the impact studies.

Thus models were built to simulate the tides in the Alaskan coastal waters. The models
used in our studies are shown in Fig. 3.1. As this figure indicates, we developed submodels in
some of the model areas. The areas covered by these submodels were of particular interest in
the impact studies and required more geographical detail or were intended to provide esti-
mates of tides and currents to plan field surveys in subsequent years.

The model for the Gulf of Alaska extends westerly to 165°W with its southern boun-
daries at 52°. Water-level boundary conditions from Muench and Schumacher (1980) and
Schwiderski (1978) were used at all seaward extremities of the modeled area. The grid size
in latitudinal direction was 0.25° and in longitudinal direction 0.5°. The model has ten
layers in the vertical direction.

The submodel of the western Gulf extended to the edge of the continental shelf and had
more resolution. The grid size on latitudinal direction was 0.125°, and in longitudinal direc-
tion 0.25°. The water-level boundary conditions were obtained from the Gulf of Alaska
model.

For the investigation of the hydrodynamic processes in the eastern Bering Sea, the pri-
mary model was of the continental shelf of the Bering Sea together with the Chukchi Sea
(Fig. 3.1). The Chukchi Sea was included in the model as the tides of the Pacific Ocean
interact with the tides of the Arctic Ocean near the Bering Strait, and it was expected that

15
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Fig. 8.1—Coverage of the Alaskan coastal area by various models and submodels.

this interaction would generate nonlinear residual currents. The model extends from 54°N to
74°N, and from 178°E to 156°W. The grid size in a northerly direction was 0.5° and in the
longitudinal direction 1° was chosen. The model has a boundary running very close to the
continental shelf break (Fig. 3.1). The tidal boundary conditions were based upon published
data and water-level boundaries were used at all open boundaries. This three-dimensional
model has ten layers in the vertical in the deeper sections. The seaward boundaries were
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obtained from tide gauge measurements obtained by the Pacific Marine Environmental
Laboratory (Pearson et al., 1981a, 1981b) in the vicinity of the model boundary.

The model of the Beaufort Sea covers the waters north of Alaska to 73°N. The western
boundary is at 162°W and overlaps part of the Chukchi Sea model. The eastern boundary
extends to the Mackenzie River delta at 133°W. The grid size in latitudinal direction is
0.16666° and in longitudinal direction 0.5°.

Even though our final interest is the residual circulation, the basic tidal mechanisms
over these shelf areas are the first to be determined. We will proceed with the analyses from
the southern coast, thence to the west coast, and finally to the northern Beaufort Sea.

MODELING TIDES IN THE GULF OF ALASKA SHELF

The model of the Gulf of Alaska is the largest model covering the Alaskan coastal
waters developed by the authors. Because of the complex coastal features, a series of nested
submodels is needed to resolve the circulation dynamics of the near-shore lagoons and the
ecologically sensitive passage (Figs. 3.2 and 3.3). The embayment in the northeast corner of
Fig. 3.2 is Cook Inlet, where the largest astronomical tides in the Pacific are found—
sometimes reaching 13 meters. Also present are strong currents and residual circulation
induced by nonlinear interaction between the advective mechanism and the bathymetry of
the coast. The three-dimensional perspective diagram in the upper part of Fig. 3.4 illustrates
the along-shore view of higher modes in the water-level variation with the highest point at
the head of Cook Inlet, whereas the lower diagram shows cross-shore variations. Figure 3.5
shows the computed co-tidal chart for the semidiurnal component and the comparison
between the computed amplitudes and phases at four locations where observed data are
available (Schumacher and Muench, 1980). Figures 3.6 through 3.9 present the computed
horizontal/vertical velocity components and the turbulent energy densities at levels 1, 3, 5, 7,
8, and 9 at a location near the opening of Cook Inlet (Portlock Bank). At that location the
computed hodograph in Fig. 3.10 nearly matches the observed current ellipse. The vertical
distribution of the magnitude of the computed current (Fig. 3.11) indicates that the vertical
variability departs substantially from the logarithmic distribution commonly present in a
shallow tidal embayment.

The computed tidal ellipses for the entire Gulf of Alaska (from Vancouver Island to the
Aleutian Islands) are presented in Fig. 3.12. To show the strong tidal currents within Cook
Inlet and over shelf areas, the plotting scale is set at 200 cm/sec per grid spacing. The max-
imum tidal currents can reach 140 cm/sec in either direction. Computed tidal residual
current distribution within the Gulf of Alaska is presented in Fig. 3.13. In Fig. 3.13 the max-
imum residual current in Cook Inlet is approximately 7.5 cm/sec, which is 5.5 percent of the
local maximum tidal current. Over the shelf and in Shalikof Strait the direction of the resid-
ual current is primarily to the southwest. Results from the model of the Gulf of Alaska have
been reported in Liu and Leendertse (1987) in which aspects of the partitioning of tidally
induced energetics are discussed.
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Fig. 3.2—A submodel of the Bering Sea covering the area of Bristol Bay and a
portion of the Gulf of Alaska. Insert map at the lower right corner is another
submodel of this one, covering the area of Izembak Lagoon.




19

Latitude

- .
X ’
= ©.,
........ oo
............ a
............. *.
87 - o« - e, 0
...... oy
-] a
‘ [
= . o,
88 -+ .
- .o,
ss > ) .
e o o i AR N SO AN
Q- ® 8w, \ /S
e 8 o8 o B 4 B ¢« 8+ 84 8 BN o o o e e e e e e e e
- « ® -0 ~8a®  .80e¢e8 880 .00 - 3 . . - ] . . . . -
e 8 -8 C N N BN TR TR T T T Y
-— 0, 08" - « 8. e e e e e e e e e e
P ot i DD Longitude @ . [ [ loololoioiiiiiiil
B4 = oYmlolew \Ba@: 0o - 6. e e e e e . . . . -
[} [] [} ) ] 1 (] (] ] ] i 1 ] ] ] []

185 184 183 182 161 160 189 158 157 186 155 154 153 182 1Sl 180

Fig. 3.3—The rise and fall of water levels and the computed tidal currents in the

model of the western Gulf of Alaska. The figure illustrates the falling of water

level (O) over the shelf and within part of the Cook Inlet. In the meantime, the
water level near Anchorage is still rising (+).




20

Anchorage

% S
e eSS e 202025 53 qH
R e K soeses
oot R e Rh RESEIRIRD
= 2 I I 5%
S OO S0S 0

I

O

S

ool $35352 ‘
S o
o 5

Fig. 3.4—Three-dimensional perspective diagrams illustrate the along-shore view
of higher modes in the water-level variation with the highest point at the head
of Cook Inlet near Anchorage (upper diagram). The lower diagram shows the
cross-shore variation.

SIS OT I S0
e teTels: 2 “‘
2 s>
$353923

GISIEICICICIN
SIS0




21

*39TU] {000 9Yj} Ul punoj ade ‘wd ()gg Suryoeal
‘sopnyridwie [epI} WNWIXEW 9y ], 9seyd UBSW [IIMUSSIY) 9} 0} aAlje[ad Se|
sopnuiw (g Aeyewrxoxdde sjussardax aseyd ur 0T yoey ‘(g Ajaewrid)
juauoduod [RWINIPIWSS 3Yj} 0] JA8yd [8p1}-02 pandwo)—g g Bt

r........._...._JﬂaAAA..._...._4J4ﬁ1.|.J‘..-...<J<-.._...-qqq<._.....-J4._..-.-...._«..._....
- QIYO WYNOILYINIWOD
- 19 LS £ Gh Sh th Le £ 82 e 12 Lt
L nog TR TR N U W S SR SR N S TR SN GHUS NS SUNN TN NN SN N SN S SN S N ! n.— I a- 1 n. 1 -.
- ? —
- L]
b~ NIGS 4
5 ’
5 ’
L NeG- \M»r
..ll ‘o ’
- ’
[ wec- p "
L , ’Q
- 4 LN
L P .
- NhG
L - ’
[ K ¥, M'N /
S . 2 N 0 4
[ Mee AN ’
3 Lis 7. h a
g (3% : g
b
xm.ﬂn- ¢ oy 2 S 3
L A ,
[ = I&' F ‘i, >
L Ap Cle =
| o
Sl VAYNYO LAY g
3 -
s ) V;*,.A
| 4);\ o
i) Q ]
[ N8BS //I‘fe \ s
L H o
- NV 3
- NG PR
- 1
I no9d Vv
L avanuva
[ L2°£1°8168/50/20
- Nig S1SATVYNY IYGL1 ¥YXSYIY 40 3IN0
- 2 ++S01X00N'E
- B 4+SO0IXBOE'S 2 ++$0IX002°€ 2 ++301X001°€
[ 2 ¢+S01X000'E 2 ++S0IX006°2 2 ++$01X008°2
2 +¢$01X00L°2 ¥ ++$01X000°2 2 ++$501X006°2
- N394 ssenita suj|on]
B SL£°21 ~Q0IM3d I =dh0) € =03y ISYHd * .
N ¥YAUSYIY 40 47N9 .
” L) 1 L] L) T T T T T T T L ¥ 1 T T T T L) T L) ¥ L T \J T T L] L i T 1 T T T T
Hezi HEE! HLEL Hikl HEh1 M6t HEGT 12} nigt
30N11ONOT
h.._..-n-u__.bn-_-.._—....~.L-._...-..-».-»..-...-_..-._..-._b..._-.-._.-h.........-»

P B R ST E N B S SN B ST S ST S G ST S ST U B ST APAT IS VST ST AT I T ST T AN SN T ST AN VIR AT AN O AT AT O W N [ U U I B B 't




22

(OULF . TIDE, T=XXXX,YR=B077, 71029312, V14 axXXX) (86/05/10 16.06.58 $6/09/09 18:13:30)

Y48, T T T T T T T T T T T T T T
PORTLOCK BANK 1COMPUTED) :
= LEVEL | AT S.00 MCTERS DEPTH seees LEVEL 7 AY 100.00 METCRS DEPTM
swwwsLEVEL 3 AT 25.00 METERS DEPTH ©OOOOLEVIL @ AT 140.00 WMEVERS DEPTH

y D U ol LEVEL 3 AT 30.00 BETERS OEPTM OOCOOLEVEL € AT 180.75 WETERS DEFTM -1

(CM/SEC)

CURRENT

o L e L
Y4 B 12 16 20 24 4 8 12 16 20 2y

5 AUG '76 6 AUG '76

CURRENT AT STATION (V)

Fig. 3.6—The computed east-west velocity components at six representative layers
near the mouth of Cook Inlet (Portlock Bank).
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Fig. 3.7—The computed north-south velocity components at six representative
layers near the mouth of Cook Inlet (Portlock Bank).
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Fig. 3.8-The computed vertical velocity components at six representative layers
near the mouth of Cook Inlet (Portlock Bank).
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Fig. 3.10—Comparison between the computed hodograph and the measured
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in the hodograph (near Cook Inlet).
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MODELING TIDES IN THE EASTERN BERING SEA

The propagation of tides in the study area is dominated by the bathymetry and to a cer-
tain extent is influenced by the vertical density structure. The bathymetric representation of
the three-dimensional model is shown in Fig. 3.14. For the study of tide propagation during
the summer when the deeper shelf waters are stratified, a simulation period in early August
1976 was selected. Figure 3.15 shows an instantaneous distribution of computed tidal
currents and water levels plotted on a chart based upon the Mercator projection. The com-
puted distributions reflect the conditions on August 2, 1976, at 6:00 A.M., but the simulation
results do not reflect any influence of wind, as no inputs for the wind field were used. The
figure shows conditions at ebb over the shelf break with falling water levels. The simulation
results indicate rising water levels in the eastern part of Bristol Bay, in Norton Sound, and
over most of the Chukchi Sea.

Figure 3.16 shows the co-tidal chart for the semidiurnal tidal component M2 obtained
from a simulation of several days. Several amphidromic points will be noted. This chart is in
agreement with a co-tidal chart of the M2 tide component compiled from field data by NOAA
(Pearson et al., 1981a, 1981b) shown as Fig. 3.17. As to be expected the amplitudes in the
model, which are the apparent amplitudes during the simulation period due to all semidiur-
nal constituents, are generally larger than shown in Fig. 3.17, which is only due to the M2
component.

The analysis of the semidiurnal component made from model simulations indicated two
amphidromic points from which we found no previous reference in the literature, namely, one
located at the opening of the Gulf of Anadyr, and the other between St. Lawrence Island and
the Bering Strait.

The computed co-tidal chart for the diurnal tide component is shown in Fig. 3.18. On
the shelf in the Bering Sea two counterclockwise amphidroms are found near the entrance of
Bristol Bay and Norton Sound. This is in agreement with the co-tidal chart compiled by
NOAA from field data (Fig. 3.19, Pearson et al., 1981a).

Co-tidal charts provide good insight into the up and down movement of the water sur-
face, but they do not reveal comprehensive information on tidal currents. This information
could be obtained by making charts of tidal ellipses such as shown in Fig. 3.20. In this graph,
the end points of the computed current vectors in the second layer of the model are shown
over a period of 12.5 hours of a simulation. It will be noted that in some parts of the system
tidal ellipses are elongated, thus in those areas the tidal currents will be quite small during
certain phases of a tidal cycle.

Results from a modeling also confirm two important tidal characteristics of the Bering
Sea suggested by Harris (1904) based only on a small number of observations nearly 80 years
ago. He suggested that after the tide enters from the Pacific the wave is retarded by the
shallow shelf area while moving in a northeasterly direction. He also indicated that the shal-
low shelf section from Cape Navarin to the Pribilof Islands simply co-oscillates with the tide
in the deep Bering Basin in the southwest. He continued to postulate that there would be a
counterclockwise amphidrom at the opening of Norton Sound. His analysis, based on very
limited field data, is remarkably in agreement with our findings and the field data collected
by various surveys. '

When comparing computed co-tidal charts with those derived from observed data it
should be kept in mind that propagation of the tide is influenced by the vertical density
structure. When a sharp pycnocline exists, the momentum transfer between the water



28

ARCTIC OCEAN '

ii d‘i il

31&5; ;?{5&{;!

ﬁmli” :i::::d- 1N

HWM\%*

QI i i

| M% -
it . — R
'*x,,p
-
N\
\\J\

------

BERING SEA .gfmirs  °
J\o.wyA_. E
A S T S R S 2

Fig. 3.14—Bathymetric schematization of the three-dimensional model of the
Bering and Chukchi Seas.




29

ARCTIC OCEAN )

U

Wrangel
Is. |.

L T O N )
VA

C e GHUKCHE SEA ) -
~ b oy . . . . . . . . . . . . 8

L S T S Y ¢

Qm. .

Ve ¢
¢ ° 8 & » s s @
Y N B
4 Ngb 7 ¢ 7 ¢ 4 4
* o s o @

l//,:'

2 AU01976 08 o0 MIND SPI(D » 0 0 xmOTS
Tin S 300 WIND ANGLE « 180. DEQ .
BERING SEA Dl

gUFRIND.TIDE .8 702,9:-9099.11:9805, 12:3v82.)
8i/10/0) 20 1} 03 81710/0% 16 36:43

SURFACE ELEVATION WITH CURRENT VECTORS
DEPIH = 0.0 METERS
LALITUOE = 8.8 0o
GRID WIBIN = 100 Dio
() 30 00 Wt
YELOCITY VICION O GRID MIDIM = 30.0 cwssac
Ting IR« .00 LI
CONTOUR 1SOLINE VALUES  IN CLMIIMETERS
I TN L ITREN -2.800000° 1,
C.oeexiet 0, 19 00ex19° 7, S.e00xre” ¢,
2.800x18" 1, LCTETTAN T.eeexiet
LEGEND

MATER LEVEL FALLING
MATER LEVEL RIS)

4 \0 ‘wy “

! 4 2 i i
lll-llll-lll -

Fig. 3.15—Computed instantaneous tidal currents and water-level distribui;ions
in the Bering/Chukchi Sea system. + denotes that water level rises; (1 indicates
that local water level falls.




"BOG IYoyNY/3ulIsg 9Y3 JO [9POW [BUOISUSUIIP-93IY} O}
Sursn jusuodwod [gp1) [BUINIPIWSS 83 10] JIeyd [ep1-00 pajnduio)—

.t

‘(BI86T “Te 30 uosiead)
BjEp JUnsixe 0} SUIpiodde YyON Aq pariduiod
SN yueuodurod [epl} [BUINIPIWSS 9y} 10J JI8Yd [Bp1}-0)—.1°¢ S14

Illlillllllll‘

0% 591 o WSb =
T T T L

[ 4
ssva Su..\\ v3S ONIY3g

N ~ X111

i

S1 30119149
»

Nv3J30 31104V

91°¢ 314

30




31

(1861

<

‘[e 19 uosaeay)

ejep Surjsixa 03 Surpaodde YYON Aq peridwoo (T3f)
jusuodurod [ep1} [BUINIP 3Y) I0] Meyd [ep1}-0)—aT'e S1q

'seag Iyoyny/Surieq 8y} jo [epoul [BUOISUSWIIP-3a1Y} oY) Suisn

juouodurod [epr} [euanip

9y} 10§ 31eyd [8p13-00 payndwon—gr'g B g

<2 i.....Q...l.g.......l:

o ey

i i
.Ia\x;../s

r
t//\ V3S ONIY38

%
C AR~~~
s Bd.ﬁ:@
\ [ @504 3

~ <
-~ N

//WQN\

06

- oY

NV300 311204V




32

ARCTIC OCEAN

0600 0 00000 0000000000 0000 000 -

0 0000060 06 06 ¢ 0 00 00 0006009 -

§ 600000000 /P

S8 00,0000 00000 & Ut ]
. ."

®e00 e 4 o GHUKCHE

CAPE LISDURNE
POINT HOPE

N ‘ \ .:b. =
Z8L1V KRESTA ,:, P::"ﬁms.ENARD .

. " T PENINSULA N

. v - -

CAPE NAVARIN 2} . AR EXELCEXE

0000000 0COOOCAOO~m
G000 0 000 oo =a
oooooeooooal@}
C00000COCOO0 )D~
0000000000000

2:3
]
o
-t
o
-
-
-
=

060000000C0O0R0OOS -
60000000 ©
0000Hp0OCO =

ST, PaL 000800 -
.t QAT 0 -
8§06 0000Coer :

BERING SEA f?

TIDAL ELLIPSES

Ao LEVEL 1
L e VECTE= 85.7330
LI g LI S B -!- LI B I | g [ B A | g LI R S g LI I B | ;

Fig. 3.20—Computed 12.5 hr tidal ellipses in the first layer (at 2.5 m level)
using a plotting scale of 86 cm/sec per horizontal grid spacing.




33

masses above and underneath the pycnocline is reduced compared to the well-mixed situa-
tion. It is known that some of the amphidromic points in the Alaskan waters shift in position
when the sea makes the transition from a well-mixed sea to a stratified sea. For this reason
considerable effort was made to obtain temperature and salinity data that would be con-
sistent with the periods that were simulated. Aspects of salinity and temperature distribu-
tions will be discussed at the end of this chapter.

MODELING TIDES IN THE CHUKCHI SEA

Unlike tides in the Bering Sea, tides in the Chukchi Sea are a subsystem of the Arctic
tides that enter the shallow Chukchi shelf from the east. The propagation of tides in the
Chukchi Sea is dominated by the bathymetry and coastal configuration, and to a certain
extent is influenced by vertical density structure. The latter was known to cause shifting of
the location of amphidromic points during summer when a strong pycnocline existed. Under
an average summer condition, model results indicate that an amphidromic system exists in
the southern Chukchi Sea for both diurnal and semidiurnal tides. The findings were
reported in Liu and Leendertse (1982).

Tides in the Chukchi Sea are substantially weaker than in the Bering Sea. The pres-
ence of ice and the weather systems sometimes dominates local energetics. However, when
the influence of the weather is weak, tides dominate the circulation pattern in the vicinity of
the Bering Strait and the southern Chukchi Sea.

Connecting two vastly different tidal systems, dynamics of circulation near the Bering
Strait have been a focal point of interest for many years. We conducted numerical experi-
ments with the three-dimensional model of the Bering Sea and the Chukchi Sea by forcing it
only with tide and baroclinic fields associated with the summer salinity/temperature distri-
bution described in more detail at the end of this chapter.

The computational results from the experiment were analyzed and the computed
currents are shown in Fig. 3.21. The east-west component of the velocities are predom-
inantly eastward and the flow reverses only during a short period in the tidal cycle.

The north-south components of the velocities are nearly always directed toward the
north. The maximum north-south velocity component is in the surface layer and is 22
cm/sec. The magnitude of the current at that time is approximately 23 cm/sec, and the direc-
tion is approximately 17° from the north. Higher modes (overtides) can be noticed in the
computed currents. They appear mainly in the lower layers where frictional effects are
strong and the velocities lag behind those in the upper layers. These characteristics are more
obvious in the computed vertical velocity components (top graph, Fig. 3.22). Friction retards
bottom currents and thus induces vertical mass transport.

Turbulence variation in the bottom layer leads to variation in the upper layers, as the
momentum transfer is inefficient because of the vertical pycno-structure, as shown in the
bottom graph of Fig. 3.22. Note that the greatest turbulence intensity exists in the bottom
layer and it is represented by small squares.

From similar graphs for a coastal station near Point Lay (Figs. 3.23 and 3.24), it can be
found that during flood tide, a bottom long shore tidal current of 7.8 ecm/sec is flowing in a
direction that is 17° from the north. At the same time, the surface current has a speed of 6.1
cm/sec and is flowing in a direction 31° from the north. During ebb tide a bottom current of
2.2 cm/sec exists, which is flowing 144° from the north, whereas the surface current is
approximately 2 cm/sec to the south. Consequently, the direction of the net tidal transport is
along the shore to the north.
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The simulation results of the two stations described above are characteristic for the
model area.

MODELING TIDES IN THE BEAUFORT SEA

The propagation of tides in the Beaufort Sea is strongly influenced by the bathymetry.
The tidal currents are mostly weak, and tidal currents of appreciable magnitude are present
only near the large flat shelf area northwest of Point Barrow and in several embayments.
The tidal amplitudes are also small and the maximum semidiurnal tide in the model area
with an amplitude of approximately 10 cm is near the head of Mackenzie Bay.

Even though the magnitude of tides in the Beaufort Sea is small, compared to other
modeled areas, the residual currents in many areas reach similar magnitudes to those in
other areas and are more complicated. As these residuals are of considerable significance in
modeling studies of the dispersion and transport of spilled oil, considerable effort was made
to obtain a good representation of the tide.

In addition to the bathymetry, the very shallow pycnocline, ice coverage, and Coriolis
effects associated with the high latitude influence the propagation of the tide. During most of
the year the Beaufort Sea is covered with ice; only during the summer are there open areas
close to shore. Thus ice had to be considered in all simulations.

The simulations with the model were made initially as a guide for the design of a field
survey. From these simulations tidal charts were prepared from which the semidiurnal co-
tidal chart is shown in Fig. 3.25. Several tide gauges were installed in the summer of 1983,
and in 1984 results of the analysis of the tidal records obtained by Pitman (1984) became
available. In the co-tidal chart, we have shown observed and computed semidiurnal tidal
components at the location of the gauges. The agreement was good except near Hershel
Island where the measured amplitude is 2 ecm higher than the computed amplitude. This
difference is very likely due to local effects; the computed amplitude is for the sea offshore,
whereas the tide gauge was deployed behind a barrier island to protect it against ice scour.

In the literature we found another reference to tidal amplitudes in the Beaufort Sea
(Kusunoki et al., 1962), namely, measurements obtained from the grounded Fletcher’s Ice
Island (T3). Observations made on this ice island are considered most suitable to study tides
and storm surges, as the depth in the vicinity of the grounded island was very uniform. The
location northwest of Point Barrow was far removed from land and thus was removed from
shore effects. The agreement between this observation and our simulation was very good.

The simulations for summer conditions indicated that tidal currents near shore were
highly influenced by shore effects, particularly where pack ice is present. This can be seen
from the chart of tidal ellipses abstracted from a simulation and shown in Fig. 3.26. At those
locations the fresh water beneath the ice and sharp pycnocline limits the vertical momentum
transfer. The movement of ice is not in phase with the movement of the water underneath,
and the nonlinear momentum transfer generates higher harmonics in the tide in addition to
those generated by the shallowness of the coastal water. Later we will see that residual
currents are generated in those regions. Note that tidal ellipses from Cape Halkett to
Prudhoe Bay, in particular, have very unusual shapes.
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MODELING WIND-INDUCED CIRCULATIONS

Other than tides, winds are the next most important driving force in the coastal hydro-
dynamic process. If the area covered by the model is small, and if there is no need to take
into account wind effects generated outside the model area, the computation of wind-induced
flow is relatively straightforward. The wind field can be assumed to have the same speed and
direction over an entire modeled area; however, when a large model area is involved, the
wind field to be used varies in time and space.

For the study of the water movements resulting from wind in the eastern Bering Sea
and the Chukchi Sea, the primary model contained the entire continental shelf. The need for
a model of such a large area comes about because a storm passing through the southern Ber-
ing Sea may influence the hydrodynamics of the northern Bering Shelf, and vice versa. This
became clearly evident when a 40-day current data series of a station in Norton Sound was
analyzed.! Figures 3.27 and 3.28 show persistent nontidal oscillations in the current com-
ponents after a numerical tidal eliminator was applied. The period of this oscillation is
approximately 50 hours. This oscillation (seiching) of Norton Sound is generated by storms
passing over the continental shelf. Such a storm passed over the recording station approxi-
mately 650 hours after the beginning of the record. The maximum nontidal current was
approximately 30 cm/sec.

The passage of storms over the coastal waters of Alaska is very common, particularly
over the eastern Bering Sea. The predominant direction of the cyclonic tracks is toward the
northeast with an average passage time of one and a half to two days. Observation of such
wind fields are generally difficult to obtain, as a dense network of weather stations is
required for a good spatial resolution.

For the computation of wind-induced circulation with the three-dimensional model, the
source terms in the turbulent energy balance equation and momentum equations are of
major importance. The source for the energy balance equations is computed from the kinetic
energy associated with the wind/wave field. For the case where the local water depth
decreases, computations with the turbulent energy equation will then show that energy in
the water column increases with a decrease in depth. Thus the model accounts for more
intense mixing and dissipation, and larger bottom stress. When sufficient resolution is used
in the model, these computations can even be extended up to the near-shore as all important
physical processes are incorporated in the model formulation. Even though the model code is
programmed to handle radiation boundary conditions, for the majority of the simulation,
absorbing boundary conditions were imposed at the shelf break where water is much deeper
than at the shelf.

Results of simulations with wind have been extensively used to determine the move-
ment and dispersal of spilled oil, and these results will be presented in that context in
Chapter 6. However, it seems appropriate to present some results and to illustrate the
effects of the coastal configuration on wind drift in the eastern Chukchi Sea. Navigators in
the eastern Chukchi Sea have noticed high currents in this area and have termed them the
coastal jets of the Chukchi Sea (Wiseman and Rouse, 1980). To analyze this phenomenon,
simulations were made with winds from the north as well as from the south, together with
the tides. A wind speed of 10 knots was selected. After the run-in period of the simulation,
we placed particles in the surface layer of the model at every grid point, followed these parti-
cles over a period of 48 hours, and made pathway plots of each particle.

1Original data were supplied by Dr. J. Schumacher of NOAA.
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When the wind blows from the south, areas with the largest particle displacements are
in the Bering Strait and offshore Icy Cape (Fig. 3.29). However, when the wind direction is
reversed and blowing from the north (Fig. 3.30) the area in the eastern Chukchi Sea with the
largest displacement is still near Icy Cape. Note that the particle displacements in the Ber-
ing Strait, now small because of residuals, are in the opposite direction of the wind-generated
current.

Figure 3.31 presents enlarged sections of water particle trajectories of the two previous
figures. It is quite clear that a band of high speed coastal Jet currents is present regardless of
the wind direction. We will see below that this coastal jet would have a considerable effect on
the movements of spilled oil in that area.

MODELING THE DENSITY FIELD AND THE RESIDUAL CIRCULATION

The hydrodynamic model used to compute the water motions contains the mathematical
formulations for the evolvement of the salinity, temperature, and flow field in time. To start
a simulation for a particular model area, the initial salinity and temperature fields are
required. These data are furnished by the NODC project office. Figure 3.32 shows the salin-
ity distribution in the surface layer of the model for the Bering Sea and the Chukchi Sea dur-
ing a simulation of typical summer conditions. The lowest salinity (less than 20 g/kg) is
located near the Yukon River Delta where fresh water from the river mixes with saline water
of Norton Sound. Water of much higher salinity (approximately 29 g/kg) is found in the sur-
face layer in the northwestern part of the Sound near Nome. Water in lower layers of the
model have higher salinities, generally in the range of 29 to 34 g/kg.

In Fig. 3.33, the temperature distribution in the surface layer of the same simulation is
shown. The highest temperatures are found in Norton Sound. At the head of the Sound
(Norton Bay), summer temperatures can reach 14°C in the surface layer because of local
solar heating. In the Chukchi Sea, temperatures vary over a large range in the surface layer
for these summer conditions. In Kotzebue Sound, the temperature is 10°C and 2°C around
Point Barrow.

The density structure in the vertical is as important as the horizontal distribution for
its effects on the residual circulation. The vertical density structure is also important for
dispersion processes on a relatively short time scale. To obtain an insight into the vertical
distributions of salinity and temperature, cross-sectional graphs were made of simulation
results. Figure 3.34 shows vertical salinity distributions through two sections of the model.
Note that near the Bering Strait, water in the surface layer has a higher salinity than in the
surface layers of the Bering Sea and Chukchi Sea. If we look at the east-west section at
70°N, it can be seen that near the Siberian coast, water has a much lower salinity than the
sea near the Alaskan coast. The salinity distribution in this section shows that vertical salin-
ity gradients are present in the whole section.

The graphs of the temperature distributions (Fig. 3.35) in the same vertical sections
show the thermocline much more clearly than the graphs of the salinity distributions. This
is due, in part, to the larger number of contour lines that are shown. In the longitudinal sec-
tion, note that the temperatures decrease with higher latitudes, as was to be expected. The
depth of the pycnocline is generally between 7 m and 15 m. This pycnocline is also present in
the Chukchi Sea.

During summer several frontal systems are present. In the eastern Bering shelf area
these frontal systems generally occur near the 50 m isobath. In the shallower area between
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Fig. 3.29—Surface water particle trajectories in the Chukchi Sea induced by tide
and 10 knot wind blowing from the south for 24 hours. Particles were traced for
a total of 48 hours from the beginning to include the transient and inertial
dynamics. Trajectories launched near the coastal areas between Point Lay and
Icy Cape clearly indicate the development of coastal jets.
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50 m depth and the coast, water is well-mixed. A pycnocline exists in deeper water. The tur-
bulence generated by tidal currents is not strong enough to mix water in the upper layer with
water at a greater depth. The turbulence generated by wind causes the water above the pyec-
nocline to be mixed and with a strong wind the pycnocline deepens. These effects can be seen
very clearly in the salinity and temperature distributions in a vertical section of a submodel
of the Bering Sea and Chukchi Sea model (Fig. 3.36).

The hydrographical structure of the Alaskan coastal waters is very complex, and many
papers have been written on the subject (Mountain et al., 1976; Schumacher et al., 1979;
Kinder et al., 1980; Coachman and Aagaard, 1981; Aagaard et al,, 1981; Schumacher and
Kinder, 1983; Salo et al., 1983; Reed and Schumacher, 1984). As the density field contributes
considerably to the generation of the baroclinic currents and is very important for the disper-
sion computations of spilled oil, a major effort was made to obtain the appropriate salinity
and temperature field for our studies and to have a good formulation of the turbulence clo-
sure computation when a pycnocline is present. It appears that in highly stratified regions,
saltier water may sometimes stay on top of less saline water. In such a case the higher tem-
perature more than compensates for the top-heavy distribution of the salinity. An example is
shown by arrows in Fig. 3.36. In the absence of wind the layer can be temporarily stable
until disturbed. Turner (1967) indicated that in nature in such a double diffusion convection
case, salt fingers in the water column are formed. In principle the computation procedure is
also able to model double diffusion convection instabilities, since different coefficients for the
vertical diffusion transport in the mass balance equation of salt and heat are used, but we
have not made an analysis of this phenomenon in our simulation results.

Now consider the propagation of tide in a homogeneous body of water where no density
gradient exists. The bathymetry and bottom friction generate residual circulation through
the nonlinear advective mechanisms in the equation of motion. The tidal residual in homo-
geneous water is different from the tidal residual of stratified water. In stratified water the
vertical momentum transfer is suppressed, the vertical velocity profiles are different, and a
different nonlinear advection and dissipation generates a different residual. Thus the sea-
sonal change in the density structure produces a seasonal change in the tidal residual. The
influence of the velocity distribution on the residual also shows near the vertical fronts that
were discussed above. Near the front the water-level gradients are essentially the same, but
the nonlinear processes that generate the residual are not the same. Consequently, a transi-
tion in the residual is generated that shows as a band of higher residual currents near the
frontal area. Because the frontal area is located at the 50 m isobath, the residual more or
less follows this isobath. A similar process exists near the shelf break. On the other hand,
without tides the horizontal density gradient generates baroclinic circulation in seeking a
geostrophic balance. Over the Alaskan coastal shelf, both tidal forces and density gradient
are significant and dynamically coupled. One cannot, therefore, compute them separately.

It has been a useful analytical procedure to compute oceanic circulation using geo-
strophic balance according to the hydrographic data. Results from this type of diagnostic cal-
culation would yield a pattern of currents relative to a “level of no motion" typically at
1200~-1500 meter depths. The computed geostrophic currents represent the distance between
the density (pressure) gradient and the Coriolis force. In the deep ocean when tidal currents
are weak, the density-driven current is the primary circulation in the absence of local wind
force.

However, over the shallow shelf of the Alaskan coastal waters a major portion of the
kinetic energies are within tidal frequency bands (Mofjeld et al., 1984; Pearson et al., 1981a,
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1981b). Consequently, in computing the density-induced circulation one has to include tides
in the computation. If they are not included, the computed density currents are restrained
by very weak bottom stress because of the quadratic relation between velocity and frictional
dissipation. This would overestimate the density currents. Also, as a result, a deep-water
density current when close to the shelf break, would extend over the shelf and the velocities
gradually decrease landward. It is unlikely that any frontal eddies at the shelf break would
be generated by the model. On the other hand, if tides are included in the computation, tidal
currents are generated on the shelf, and these currents are damped by the bottom stress,
which is much larger than in simulations without tide. The water movements on the shelf
are then practically uncoupled from the density currents in the deep Bering basin, and sharp
transitions are generated in the model.

Currents computed with tides and density field would include primarily baroclinic cir-
culation with “tidal residuals” if energies at tidal frequencies are “filtered.” The spin-up time
required to establish a baroclinic balance is approximately five to ten days. This is reason-
able when compared to the spin-up time required for the Atlantic Ocean (Anderson and Kill-
worth, 1977), which takes between ten to 16 days.

At the beginning of our modeling study extensive field cruises were made to establish
networks of conductivity, temperature, and depth (CTD) stations and to emplace current
meters and bottom pressure recorders. The field studies were conducted by Drs. Kinder,
Muench, Tripp, Schumacher, and Mofjeld (see the Bibliography). Because of practical
difficulties, most of the gauge deployments were stopped at the shelf break, even though it
had been requested to extend coverage further offshore into the deep Bering Basin. As com-
pensation, more CTD profiles were cast near the shelf break. It was decided in a project tech-
nical review meeting to compute the baroclinic circulation over the shelf break using the
three-dimensional model according to the CTD cast as mentioned above. The geostrophic
currents at the northeast part of the Bering Basin were deduced from the 5500 hydrographic
profiles (developed for the years 1874-1959, by Arsen’ev, 1967) and computed from a CTD
cast made by a Japanese fishing fleet (Takenouti and Ohtani, 1974). The pattern was supple-
mented by the estimated transport computed from five CTD transects developed by Kinder et
al. (1975). The net transport through the Unimak Pass was measured by Schumacher et al.
(1982). Data groups were adapted for estimating the net circulation near the Bering Shelf
break and this information is shown in Table 3.1. The general direction of geostrophic trans-
port along the shelf break flows toward the northwest. This northwesterly flowing current
along the shelf break has been called the “transverse current"” by Russian oceanographers
(e.g., Arsen’ev, 1965, Fig. 3.37) and the “Bering Slope currents" by American scientists (e.g.,
Kinder et al., 1975). This current is coupled with the cyclonic circulation in the eastern Ber-
ing Basin (Fig. 3.38 by Takenouti and Ohtani, 1974). Based on the measured density field
and tidal forcing, a series of computations using three-dimensional dynamic computation
were made in 1979 and 1980. The rationale to include tidal energy in the computation and
then later filter it out was presented above. After filtering out the tidal components, the
remaining baroclinic residual transport along the shelf break (with tidal residual also
included) also flows toward the northwest, as shown in Fig. 3.39. (See also the Appendix.)
Thus this agrees with the compiled data sets.

Furthermore, the baroclinic current tends to pass St. Lawrence Island not only through
the western passage but is also to the south, passing through the eastern passage near Nor-
ton Sound. This computed pattern agrees with two earlier studies by the Russian and
Japanese groups. For oil trajectory computations, baroclinic circulation near and beyond the
shelf break was compiled from the sources listed in Table 3.1.
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Fig. 3.37—Inferred geostrophic circulation pattern, based on 5500 hydrographic

data, as reported by Arsen’ev (1967).
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Fig. 3.38—Computed geostrophic circulation pattern based on a CTD cast by the
Japanese fishing fleet, as reported by Takenouti and Ohtani (1974).
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Another noteworthy feature is the eddy structure west of Unimak Pass where an anticy-
clonic eddy is followed by a cyclonic eddy in the surface layer of a higher resolution model of
Bristol Bay (Liu and Leendertse, 1979, e981a). Also of some interest is the baroclinic circula-
tion near the Bering Strait (Fig. 3.40) where the computed surface pattern agrees extremely
well with the observed long-term movement of water masses as compiled by Drury et al.
(1981).

Even though the predominant transport through the Bering Strait is to the north, an
atmospheric pressure difference across the Strait such as induced by a Siberian high or Ber-
ing cyclones could cause a temporary current reversal. Observed current through the Bering
Strait with tidal bands filtered out (Fig. 3.41) reveals the northward transport with occa-
sional reversals resulting from storms. The Bering and Chukchi Seas are relatively well stu-
died in comparison with the Beaufort Sea, which is accessible for navigation only during a
very short period in the summer, if conditions are favorable. Initial conditions were very
difficult to obtain. A typical temperature distribution several meters under the water surface
in the middle of the second layer of the model (7.5 m below the surface) is shown in Fig. 3.42.
The water in a major part of the model is colder than 0°C.

From the simulations of the Beaufort Sea described earlier in this chapter, the density
and tidal residual current field was determined by application of a low-pass filter on half-
hourly data. Figure 3.43 shows this computed residual circulation. Even though the tides
are weak in the Beaufort Sea, the combined density and tidal residual currents range
between 2 to 6 cm/sec in a band near the Alaskan coast. Larger currents are found near the
shallow areas around Mackenzie Bay and northeast of Point Barrow. The near-shore resid-
ual current for the Gulf of Alaska shelf is presented in Fig. 3.13. The offshore current
(Alaskan stream) flows toward the southwest. Some field measurements have been made by
Schumacher and Muench (1980).



56

(I86T) Te 1@ Ay £q pojidwios se sesseur
1978M JO JUIWSAOW ULIS)-FUO] PaAIssqo (g) pue ‘piodsuery uL1ey-3uo] payndurod Yy (y) usamjaq uostredwo)—oy e Big

Sl .‘.....a..i
il
ceceseccagy
veeecetuugys
Cvesq
sumn Cevgae-
Sinimey 15 AN
M
9} e V!
. .‘-
A3 B K
" A\

vinsninae 309
¥$10%NHD

SRR NN R NN R

.....u.-.'\s.s-.oo

LEL

vInswiNIg
IMunas

2NE517 I ....v—v-¢ulvll..-¢-‘a’4

TN e 4 At A aaaaaaaaaagcctOrrtiR




57

CM/SEC

CM/SEC

150.

T T
=== STATION LDIOAC V8 10 VP

-g90.F b
north-south current componeiits
~120. L 4 i L 1 L 4 1
0. 200. “00. 800. 800, 1000. 1200. 1400, 1800. 1900,
ELAPSED TIME (HOUR )
30. T T T T T T Ll T
—— STATION LDICAC U TO B
24. 1 \a \ J’.‘r"! b
8.} ¥ < .

Jﬂg ‘ﬁ ]
12. : J

Py

-av.} g

east-west current components

-30. A 4 1 1 1 1 1 L

a. 200. “00. 800. 800. 1000. 1200. 1%00. 1800. 1800,

ELAPSED TIME (HOUR )

Fig. 3.41—Observed current components through the Bering Strait with the tidal
bands filtered out. The general trend of northward flow is caused mainly by
storm events and baroclinic and other residual transport. Sampling period
covers November 4, 1982, through January 14, 1983 (by Dr. J. Schumacher
of the PMEL, NOAA).
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4. MODELING WIND FIELDS

When an area in which the wind field is to be determined is small and located in the
open ocean, a wind model is relatively simple to develop. Under such conditions a model can
be built using random sampling according to a measured steady-state wind rose if observed
data are available.

Another possibility is to use the mesoscale numerical weather model data to compute
the wind field. Unfortunately, the strong winds of the extratropical cyclonic storms fre-
quently occurring in this area cannot be simulated with this approach, which does not gen-
erate realistic winds in the computed wind fields. Therefore, the drift speed of the oil trajec-
tories computed with this approach will also be inaccurate.

A high resolution of the wind field is required, as the area to be modeled is in one of two
major extratropical depression tracks in the northern hemisphere, namely, the Aleutian Low,
and the average radius of an Alaskan extratropical cyclone is about 500 km.

For example, when the sea-level pressure data from the National Center for Atmo-
spheric Research (NCAR) are used, the spatial resolution is about 3.4° latitude (381 km) at
60°N (Overland et al., 1980; Macklin, 1984; Jenne, 1975; Holl, 1971), and a typical Alaskan
extratropical cyclone would be represented by less than two grid points. With such a resolu-
tion realistic wind speeds cannot be generated, as the exponential pressure distribution
within the cyclonic structure needs to be adequately resolved. Recent experiences (Dell’osso
and Bengtsson, 1985) indicated that for large cyclones even with a fine mesh model, the com-
puted cyclonic central pressure deficit is approximately 40 percent of the measured value.

Accurate modeling of the wind field of these depressions is very important, as high
winds create large surface water movements, which are crucial in oil spill risk analysis. As
the deterministic approach to obtain the time varying wind field is not feasible, a stochastic
model was developed.

STOCHASTIC ANALYSIS OF REGIONAL WEATHER SYSTEM

Before entering the detailed computational methods it is perhaps more appropriate to
give a general overview of the approach by which the wind data over the study area are
analyzed and modeled. The basic approach involves three steps:

1. An analysis and determination of the baric types within the study area;

2. An assessment of measured weather elements at weather stations in relation to
these baric types;

3. Computation of the circulation patterns belonging to the baric types by use of
dynamic balances.!

These, in fact, constitute the three basic techniques of synoptic climatology (Barry and
Perry, 1973). Because of the observed weather element whose probabilistic characteristic
changes not only in space but also over time, the analysis is “stochastic" in nature.

1For oil spill trajectory computations, wind fields are required at intervals shorter than those at which the baric
types are determined. These wind fields are obtained from dynamic balances of baric pressure fields obtained by
interpolation of the two successive pressure fields.
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In developing the model we first treat the weather system over the modeled area as a
stochastic process whose evolution is represented by a series of transitions between certain
“states" of the process. Previous analysis of the Alaskan weather system and of the Aleutian
Low indicated that the residence time of a weather system is approximately between one to
three days. It is plausible that the process is of the Markovian type. If one considers that
the present weather state contains all essential elements that caused the weather to evolve
from the previous state to the present state then the stochastic process is of the first order
Markov type. It can be described or simulated if the probabilities of transition are known via
the matrix of transitional probability

p(1,1) p(1,2) ...p(1,k)]
p{(2,1) p(2,2) ...p(2,k)

PlpGjy=
@4.1)

| PG PG2) -pGR) |
k

0<pGj)<iand EpGj)=1 i=12,..k
J=

in which % represents the total number of possible outcomes, with p; ; denoting the probabil-
ity from the weather state i evolved into the weather state J. Each weather state can
represent, for example, an atmospheric pressure pattern over Alaska.

Also analyzed are the steady-state behavior of the process and the amount of occupation
time of each weather state (within the state-space of the stochastic process).

The physical rationales behind the stochastic-synoptic approach are as follows:

1. Weather over a particular region, being a part of the global circulation system,
possesses climatic characteristics unique to that area;

2. Governed by physical laws, the transition between one weather type to the next
tends not to have an equally likely chance toward all possible types (i.e., it is not a
purely random process). It must obey the dynamic elements associated with the
evolutionary process; ’

3. The present weather state contains all essential elements that caused the weather
to evolve from the previous state to the present state, thence to the next state.

The climatic characteristics of the Alaskan coastal area are unique. The climate is often
dominated by low pressure centers over the Bering Sea and over the Gulf of Alaska, namely,
the Aleutian Low. In an extensive effort, Putnins (1966) analyzed nearly 20 years of daily
weather charts. As a result, he classified the baric pattern over Alaska into 22 types. In the
classification, he also took into consideration the upper-level circulation. For each baric type,
observed wind data at ground stations are summarized for each month. Raw data on the
occurrence of each pressure type subsequently followed by another weather type are also
tabulated. Transitional probability can then be calculated from these data.
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In the classification of weather types by Putnins, surface pressures and upper-level
pressures were used. To simplify the task, the original 22 weather types are condensed into
11 types for each season. Table 4.1 is an example of a transitional probability matrix tabu-
lated in the form of a cumulative probability distribution. The transitional probability
analyses are divided into spring/summer and fall/winter periods. Most pressure types exist
in both seasons and 14 pressure types are considered. Altogether this covers approximately
98 percent of the original classification.

Tables 4.2 and 4.3 list the synoptic characteristics associated with each of the baric
types. Figure 4.1 illustrates a typical type-1 summer baric pattern, whereas Fig. 4.2 shows a
typical type-5 pattern.

For each weather type, speed and direction of the monthly mean value for each station
are tabulated. Spatial interpolation between the stations are weighted according to the
inverse square of the distances. Supplementary buoy data from the National Oceanic Data
Center (NODC), as well as other triangulation analyses (Kozo, 1984), are also used.?

The variabilities of winds from the mean speed and direction associated with each pres-
sure pattern are first analyzed at each individual station before spatial interpolation. The
method to determine the statistical parameter of wind speed and direction needed for the
simulation is described next.

MODELING WIND SPEED AND DIRECTION

The variability of wind speed from a given set of records is usually expressed in terms of
its variance or standard deviation. The characteristic of wind speed variability is that it has
a lower limit of zero. In the higher ranges, the variability decreases as the wind speed
increases. This behavior is typically a physical process that fits an extreme-value probability
distribution. Most commonly applied distributions in this class of problems are exponential,
lognormal, Weibull, Rayleigh, and Gumbel probability distributions. For wind speed they are
lognormal and Weibull distributions (Finzi et al., 1984; SethuRaman and Tichler, 1977; Kol-
mogorov, 1962; Oboukhov, 1962; Monin and Yaglom, 1975; Smith, 1971; Conradsen et al.
1984). The lognormal distribution was selected for the wind speed distribution not only
because of its strong physical justification® but also for many of its convenient features—one
of which is the ability to estimate its variance from the extreme value. In other words, we
are able to estimate its standard deviation using its extreme value and the sample size. This
was necessary because only the mean and maximum wind speed data were available from
each of the ground stations during the 19-year period when data were used to derive the
weather state transitional probability matrices. The procedure is as follows (see Table 4.4).
For each weather station, the observed frequency of the maximum wind is computed from the
number of wind speed observations associated with each weather type for that month. Fre-
quency is simply the reciprocal of the total number of observations made during the 19-year
period from the monthly station data.

By the nature of lognormal distribution, standardized units can be computed as shown
in Table 4.4. The standardized normal units can be found in most mathematical tables (e.g.,

) 2Under contract from NOAA, Dr. Kozo has made special analyses to correlate wind parameters from coastal sta-
tions to offshore locations using buoy data. Results from these studies have been used extensively in the modeling
work reported here.

aFrom_a physical point of view, lognormality has been treated by Kolmogorov to “represent any essential positive
characteristics” and became his third “well known hypothesis."
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Table 4.2

SYNOPTIC CHARACTERISTICS FOR THE SUMMER BARIC TYPES

Baric Characteristics

NN AW

Entire area is dominated by a flat low with several centers over Alaska or near the coast

Low is at the east, plus a ridge over the Alaskan Peninsula

Low is stretched from the southwest toward the northeast. A high is located at the south or southeast of Alaska
Modeled area is part of the extensive low belt in the latitudinal direction

A pronounced low-pressure center occurs at the southwest of the Bering Sea moving toward the middle
A low is over Siberia

Low is centered over the Gulf of Alaska (southeast coast) plus a ridge over the northwest and north (over
the Chukchi Sea)

A ridge dominates the Alaskan Peninsula, plus a low over the Gulf of Alaska

A high dominates the eastern section of Alaska

A trough from the east, plus a high over Siberia

Low in the west, plus a low over the Gulf of Alaska

Table 4.3

SYNOPTIC CHARACTERISTICS FOR THE WINTER BARIC TYPES

Baric Characteristics

O 00 ~ION AW =

—- O

A flat low dominates the entire modeled area with several centers over Alaska or near the coast

Low is centered at the southeast coast, plus a ridge over the northwest and north (over the Chukchi Sea)

A belt of several lows occurs over the southemn Bering Sea

A pronounced low-pressure center occurs at the southwest of the Bering Sea moving toward the middle

A high dominates the north over the Chukchi Sea

A high dominates the eastemn Alaskan Peninsula

Dominated by a pronounced central low

Low at west plus a southern low over the Gulf of Alaska

Low is in east, plus a ridge over Alaska

Low centered at the southwest but stretched toward the northeast. A high is located at the south or southeast
Low centered at the southwest but stretched toward the northeast. A high is located at the south or southeast
(over the Gulf of Alaska)




11 Sept. 1947
1230 GMT Y
AN A

Fig. 4.1-Typical baric pattern where Alaska is dominated by a flat weak low
with several centers over Alaska or near the coast.

——
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Fig. 4.2—Typical baric pattern where low is at the west over Siberia plus a ridge
over Alaska.
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Table 4.4

DETERMINATION OF STANDARD DEVIATION FOR WIND SPEED SIMULATION AT POINT
BARROW FOR THE MONTH OF JANUARY (SAMPLE PERIOD, 19 YEARS)

Observed Observed Wind Adjusted Marine Ino=
Frequency of Wind Speed {In(max.)-Iln(c)] o©
Baric  Maximum  Standardized Direction Deviation Speed (kn) -
Type Wind Z(q) (T) (20) p  Max. In(w In(max.) Z(Q) kn
1 0.00340 271 45 (90) 9 (28) 2379 3.514 0.418 1.52
2 0.00393 2.66 225 (90) 7 (25) 2.128 3.401 0.478 1.61
3 0.00362 2.69 67.5 (90) 8 (25) 2262 3.401 0.423 1.52
4 0.00363 2.69 90 (90) 13 (38) 2.747 3.820 0.399 1.49
5 0.00746 243 90 (90) 10 (34) 2485 3.708 0.503 1.65
6 0.00216 2.86 101 (22.5) 10 - (34) 2485 3.708 0.427 1.53
7 0.00109 229 90 (45) 9 (34) 2379 3.708 0.580 1.78
8 0.00387 2.66 270 (135) 8 (25 2262  3.401 0.428 1.53
9 0.00909 2.36 101 (67.5) 11 (33) 2.580 3.679 0.465 1.59
10 0.00704 2.46 90 (90) 11 (30) 2.580 3.583 0.407 1.50
11 0.00980 234 56 (112) 7 27y 2.128 3.478 0.576 1.78

Abramowitz and Stegun, 1964). For better accuracy in the lower frequencies, tabulated
values were obtained by rational approximation using Chebyshev polynomials (Hastings,
1955).

From the land-based station data, adjusting factors of 1.2 and 10° were used for marine
wind speed and direction. These factors were determined from a field monitoring program
relating land-based wind data (Nome) and the marine wind data (Norton Sound) carried out
by the Pacific Marine Environmental Laboratory (PMEL, NOAA) (Overland, 1980).

As shown in Table 4.4, the standard deviation of wind speed is then computed by sub-
tracting the logarithms of the maximum and the mean wind speed divided by the standard-
ized normal units. The same procedure is used for each pressure pattern, each month, and
each station.

To verify and adjust the probabilistic model of wind speed, data at Nome (from
December 1, 1906, to December 31, 1980) were used and compared with the simulated data
near Norton Sound. The simulated data were drawn at half-hour intervals. Each group of
1440 samples that represented a simulation period of 30 days was compared with the long-
term monthly wind statistics. During this comparison, previously mentioned correlation fac-
tors between land-based wind data and marine wind conditions were considered. A total of
60 simulations were compared with the long-term data each of sample size 1440. The differ-
ence between the simulated wind speed and the observed wind speed for a winter period
(December through May) was 3.0 percent too high. The difference for the summer period
(June through September) was 3.7 percent too high. For the fall period (October through
November) a simulated mean wind was 2.3 percent too low. These discrepancies were subse-
quently used for the final adjustments of mean wind speed for each of the weather types for
that area.

In the case where a prevailing wind direction exists under a given pressure pattern, it is
usually assumed that the prevailing direction is normally distributed with nonzero mean and
a given variance (Riera et al., 1977; McWilliams and Sprevak, 1980, 1985). When winds are
weak or from no prevailing direction, the distribution reduces to uniform distribution
(McWilliams and Sprevak, 1980, 1985). In modeling wind direction, observed data of each
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weather type for that particular month were simulated with normal distribution. However,
when data were categorized as “weak and variable,” then a uniform distribution was used.

MODELING STORMS

In treating the Alaskan regional weather as a Markov stochastic process, we are, in
essence, defining the weather and the regional wind field onto a finite set of stochastic states.
Each state processes certain unique physical behavior characteristic of its baric pattern. The
state of having an extratropical cyclone exist within a modeled area is one of the possible out-
comes of the finite states of the stochastic weather system.

The principle of the computational procedure can be illustrated using a simple diagram
(Fig. 4.3) in which the realization of a stochastic weather sequence is depicted. Starting from
the lower left corner of the diagram, an initial state is selected from the steady-state proba-
bility distribution of all the weather types. Suppose the weather pattern type 4 is selected
out of all possible outcomes. The next draw will be from the transitional matrix P = P}
The probability of selecting a weather sequence 8 would be D4, as shown in the diagram.
The same weather type can also be selected at the probability D 2,2, which is the second diago-
nal element of the probability matrix. In the subsequent draws, solid lines represent out-
comes of the random selection.

Suppose a type-5 weather pattern is selected. The sea-level pressure distribution asso-
ciated with this particular weather type is a pronounced low pressure center occurring at the
southwest of the Bering Sea moving toward the middle (Table 4.2). Under this condition, the
simulation program would divert the computation to a subprogram handling the probabilistic
simulation of a moving extratropical cyclone. In the subprogram, parameters associated with
the cyclone are derived from synoptic analyses using a subset of the 19-year data from which
the transitional matrices are derived. Essential parameters for the computation of a moving
cyclonic wind field are, namely, the spatial distribution of the cyclogenetic process, the distri-
bution of central pressure, the forwarding speed, and persistency. The last parameter would
govern the number of consecutive weather states in which a cyclone exists until a cyclolytic
process prevails. Under this condition a weather state that has the highest probability of fol-
lowing a cyclonic state is likely to be selected within the state transitional matrix.

To determine parameters of the Aleutian Low, several groups of climatological data
were analyzed. For the frequency of occurrence, synoptic data between January 1966 and
December 1974 (Brower et al., 1977) were used. Figure 4.4 gives the spatial distribution of
cyclonic events in each subarea. The area west of 160°W and north of 50°N is classified as
the southern Bering area, since its cyclonic flow dominates the entire southern Bering Sea.
Figure 4.4 shows no major seasonal trend in the number of occurrences of the cyclonic activi-
ties over the modeled area. Table 4.5 gives the two-dimensional probability density function
(df x 10000) of the occurrences over the computational grid for the weather simulation.
The spatial resolution of the grid network is deemed necessary to provide an accurate wind
field considering the pressure distribution of a typical extratropical cyclone.

For the probability distribution of the intensity, daily synoptic data for five years
(1949-1953) were adapted. The original data were analyzed by Schutz (1975) for the climato-
logical modeling work conducted at The RAND Corporation. In the analysis the normalized
(using the pdf of the mean value = unity) frequency distribution of intensity based on synop-
tic characteristics of five-year January data is shown in Fig. 4.5. This sampling period is
within the 19-year period when identical weather data were used to derive the weather state
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transitional probability matrices as well as the wind statistics collected at all coastal stations.
A mean value of 975.0 mb with a standard deviation of 10.66 mb was obtained from the
synoptic analyses of the Aleutian Low.

The average forward speed and frequency of persistence of cyclones are shown in Fig.
4.6. Each 36-hour period is treated as a time unit that is subdivided into three 12-hour
periods for the convenience of later convolution. From Fig. 4.6, the storm duration with the
highest probability of occurrence is 1.0 to 2.0 days. This is followed by 3.0, 4.0, and 6.0 days,
in a descending order.

The steady-state probability distribution of storm events can also be represented by
transitional probability statistics in which a storm having longer persistence is equivalent to
a “storm” weather state followed by another “storm" weather state. During a simulation,
events like this are treated by continuing the storm track with new speed and direction sam-
pled according to the observed statistical parameters associated with the Aleutian Low.

In certain aspects more refinements of the general approach are desirable. This usually
requires more data as well as more detailed analyses. Dominant weather features like the
persistent Aleutian Low make the synoptic weather analyses an effective way to simulate its
behavior; without such prominent weather features this method would be less effective.

A unique weather feature in the modeled area is a pronounced low pressure center coex-
isting with a quasi-stationary Siberian High (Fig. 4.7). Because of the characteristic relation-
ship between a pressure field and the veering angle of the surface wind field, the wind direc-
tion at sea level near the Bering Strait would have a direction of nearly due south. If a
strong wind field persists long enough, a substantial amount of ice would migrate southward
through the Bering Strait thus creating an “ice breakout" condition (Ahlnas and Wendler,
1979). As shown in Fig. 4.8 for a typical winter ice condition, under a wind stress of 0.5 pas-
cal, it requires a fetch of 200 km to cause a breakout (Reiner, 1979). This corresponds
approximately to a critical wind speed of 26 kn blowing over ice. Using 19-year observed
wind data from the nearby weather station (Kotzebue) resulted in a probability of 2.3 events
per each winter period (from November through June).

COMPUTING CYCLONIC SURFACE WIND

Surface wind speeds and directions associated with a cyclonic baric pattern are com-
puted according to the following procedures. The pressure distribution in the cyclonic field is
schematized with the pressures at the center and the outermost closed-isobar according to an
exponential function often used to describe the cyclones.

The pressure at the center is selected at random according to the mean and the stan-
dard deviation associated with the Aleutian Low (Fig. 4.5). The outer pressure is selected by
the long-term monthly average sea-level pressure in the modeled area (Fig. 4.9). The con-
tinuous pressure distribution is of the form:

P(r)=p.+(p, - p.) exp (-A/r") 4.2)

where p, is the central pressure and p, is the ambient pressure. For the average extratropi-
cal cyclones in this area, the value of A is selected to be 30 nautical miles (.e., 0.5° latitude).
Slight modifications can be made because of the eccentricity associated with extratropical
cyclones. But they were not implemented for the oil spill trajectory simulations.
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Fig. 4.7—Typical baric pattern where a pronounced low existed over the modeled
area. In this case, the Eastern Low coexisted with a Siberian High. This
pressure pattern creates strong southerly air flow near the Bering Strait

and thus may induce an ice breakout through the Strait.
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The value of coefficient B is taken as 1.0. Higher values are often selected for a tropical
cyclone. The average distance between the center and the outer closed isobar is approxima-
tely 5° latitude. The sea-level pressure at the outer closed isobar is obtained from the long-
term monthly average SLP for the modeled area. The gradient wind speed is then computed
using:

VEZ+fr Vg = é %‘-’;— 4.3)
where f is the Coriolis parameter, r is radius, and dp /dr is the local pressure gradient.
During the oil spill trajectory simulation, the wind field is computed every half hour. Finally,
the computed gradient winds are adjusted for speeds and directions to obtain winds at sea
surface (10 m level). For the adjustment, the method of Hesse (1974) and Hesse and Wagner
(1971) was used. The method was selected because it was derived from extensive field data
associated with the extratropical cyclones. For other models, the reader is referred to the
work of Cardon (1969) and Brown and Liu (1982).

The bulk momentum transfer coefficients are computed according to the air-sea tem-
perature difference (Fig. 4.10) and the results compiled by Kondo (1975) and Garratt (1977),
and later the updated results were compiled by Wu (1982). The eccentricity associated with
the extratropical cyclones was investigated. It was found, however, that synoptic analyses
could not provide enough data to support a definite asymmetric parameter so that the gra-
dient wind field can be modified. This aspect is worth further study.

With the methods described in this chapter, the stochastic model is tested by simulating
60 monthly cycles each having 1440 half-hourly wind data sets. For three stations in the
modeled area, the frequency of occurrence of wind speeds at defined intervals from all the
directions is plotted, as well as the percentage of occurrences from these directions. The
three plots at the top of Fig. 4.11 are the direct outputs of the simulations. In this figure the
observed data (obtained from Brower et al., 1977) are also plotted in a similar manner. The
simulated and observed wind data are not directly comparable, as the model generates from
16 directions, whereas the compiled field data use only eight directions. It will be noted,
however, that computations show good agreement with observations.
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Fig. 4.9—Monthly Meridinal average sea-level pressure over the northern Bering
Sea at 65°N latitude.
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5. MODELING PACK ICE MOVEMENTS

OBJECTIVES

The primary objective of our study of pack ice movement in the Bering Sea, Chukchi
Sea, and the Beaufort Sea is to provide information for an oil spill trajectory model. This
model, described in the next chapter, simulates the movement of spilled oil. As spilled oil is
trapped in or under the ice during winter and subsequently released during the
spring/summer period, it is important in our overall modeling effort to establish ice pack
movements. Consequently, our interest is centered around the movement of the ice pack
rather than the mechanics of solid ice or shore-fast ice, which received considerable scientific
attention some years ago (Parmerter and Coon, 1972; Hibler et al., 1972; Pritchard, 1975).
This has been changed recently (Thorndike and Colony 1982; Pritchard, 1984). They have
even shown that highly simplified free-drift ice computations can provide reasonable ice tra-
jectories even in the Beaufort Sea during winter in areas other than the near-shore land-fast
ice region. In the shore-fast region, ice moves vertically with tides, yet no major displace-
ment in the horizontal direction occurs. Oil spill during winter would be released the follow-
ing summer when the ice melted.

ICE CONDITIONS AND THE DYNAMICS OF ICE PACK

Within our modeled area, the Beaufort Sea is covered with ice almost the entire year
with only seasonal variations in concentration. Only during summer are there open areas
close to shore. Figure 5.1 shows the percentage of ice coverage during the summer as it is
schematized in the five-layer Beaufort Sea model. The figure also shows the thickness of
multiyear ice in the model. This thickness ranges from 1.7 m near the open area to nearly 3
m in the north. During winter the latitudinal variation in the thickness of pack ice ranges
from approximately 1 meter to nearly 4 meters north of the 75° latitude. The ice cover con-
tained, at that time, young ice (first year), and multiyear ice. The near-shore area, as well as
the lagoons behind the barrier islands, are almost completely covered with shore-fast ice with
minimum horizontal displacement throughout the entire winter season.

Outside the narrow shelf in deep water, most of the ice is pack ice, which drifts as a
result of wind and current forcing. The mean annual net drifts vary from 0.4 to 4.8 km/day
and move in a westerly direction, being part of the general circulation around the North Pole
(Arctic Gyre). However, under storm conditions ice displacement can be considerable.
Weeks and Weller (1984) reported that under winds of 90 km/hr, pack ice can move 40 km in
five hours, suggesting a drift ratio of nearly 8.9 percent of the wind speed. Our model results
sometimes show even higher drift speeds. For example, in an area southwest of Point Bar-
row, one simulation showed a drift speed of nearly 10 km/hr during very high winds in the
vicinity.

High drift speed along the coastal areas between Point Barrow and the Bering Strait
(except Kotzebue Sound, which is occupied by shore-fast ice) is attributable to two major
causes. First, when the winter Siberian High is coupled to an easterly moving Aleutian Low,
the direction and speed of the resulting air flow can cause ice movement in the eastern Chuk-
chi Sea to reverse and break out of the Bering Strait to the south. Second, as we discussed
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above, because of the orientation of the coastline when the atmospheric pressure gradient
creates a current reversal, coastal jets in that area would add a substantial advective com-
ponent to the along-shore wind drift of ice pack.

The coverage of ice in the Bering Sea during winter is limited to the shelf area with
interannual variability. The normal limit of ice during winter extends from Point Navarin
southeast to the vicinity of Point Mueller. The thickness of pack ice varies considerably with
larger thickness at higher latitudes. In the simulation with the Chukchi Sea/Bering Sea
models of winter conditions, the ice thickness distribution shown in Fig. 5.2 was used.

During late fall when the predominant wind shifts from the southwest to the northeast,
the surface cooling of water columns induces a strong vertical convective process over the
eastern shelf area.

In the near-shore area, upwelling, associated with the northeasterly wind stress, rein-
forces this convective process. Accelerated by these two dynamic processes, temperatures of
the homogeneous coastal water would reach the freezing point associated with its salinity
(-1.65°C for a salinity of 32 g/kg at that point in time).

As ice is being formed, the freezing process releases a certain amount of salt—the
amount is inversely proportional to the rate of freezing. However, this local process cannot
continue indefinitely. The northeasterly wind, which produces ice through cooling, trans-
ports the locally produced young ice away from shore. This transport is not exactly with the
prevailing wind but in a west southwesterly direction because of Coriolis effects.

As the ice factory of the Bering Sea, the northeastern coastal waters have higher salin-
ity and lower temperatures than the deep Bering Basin near the end of the winter season.
Near the shelf break, ice that has been formed near shore melts because of higher water tem-
peratures and therefore leaves a layer of stable, fresher waters beneath the ice.

The dynamics of ice in the marginal ice zone are affected by the baroclinic field. Fresh
water beneath the ice suppresses the generation of turbulence, therefore creating a discon-
tinuity in the vertical shear coupling. This fresh water beneath the ice not only increases the
drifting speed but also reduces the turning angle. In the marginal ice zone, ice also interacts
with the short-wave field, reducing wave heights and the Stokes’ transport.

In modeling the ice movements, we have tried to incorporate as much of the aforemen-
tioned dynamics as they have been understood since our modeling effort began in 1978.
Wind stress and water/ice stress coefficients used in the model have been updated from pub-
lished works (Ovsiyenko, 1976; Martin et al., 1978; Reynolds and Pease, 1982; Langleben,
1982; Macklin, 1983; Pease et al., 1983; Overland et al., 1984). The final drag coefficient used
for the airfice interface is 0.003 and the drag coefficient used for the ice/water interface is
0.018 with water velocity evaluated at the middle of the top layer. For the Bering Sca this is
approximately 2.5 meters from the surface and 1.5 meter from the bottom of the ice.

COMPUTATIONAL FORMULAS AND DATA REQUIREMENTS

The computations of the movements of pack ice are based on the consideration of the
change in momentum in the horizontal plane by wind stress at the upper surface, stress at
the ice/water interface, Coriolis force, momentum transfer within the ice pack, thermo-
dynamics, vertical stability associated with the growth/melting process, and the sea/surface
tilt.

Since the model considers only the movements of pack ice, the size of an individual ice
floe is assumed to be smaller than the computational grid size. Lacking actual field
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measurements, we assume the vertical temperature gradient within the ice to be linear. The
rate of momentum transfer within the pack ice in the computational grid is estimated as a
function of ice concentration according to the four-third power law of the subgrid momentum
transfer.

The balance of momentum for the ice in the horizontal direction, if written directly in
finite difference form, is

GH W) = = o(Hw 0 - o (J0 &)+ AT - L Hop
+ %[c’;)a W2 sin ¢ — (E;azfﬂ)k_a,z + 6. (HAD.u) + 5y(H"A_y"‘yayu')_] .1
> \
ati+%,3,1,n
=y =z J—= 5 ﬁ?_,y—,y T 1 s
Bt(Hv)=-6,(Huv)—y( vv)—f u - D
+ %[C‘La W2cosy — (E;az?z’)h_g,z + -5,(H’A_;”xa,u)_ + 5y(HAy'5yu')_] (5.2)

ati, j+%1,n

where H =local ice thickness,
u’ =ice velocity in x direction,
v’ = ice velocity in y direction,
C* = wind stress coefficient,
p. = density of air,
p = density of ice,
W, = wind speed,
y = wind angle from the y coordinate, and
f = Coriolis force term.

In these momentum equations, we have on the left side of the equals sign the change in
momentum. The first two terms on the right are advection terms, the third term is the
Coriolis force term, the fourth term is the pressure term, and the fifth, wind stress.

The sixth term represents the momentum transfer to the flowing water underneath the
ice, and the last two terms give a rough approximation of shear between ice.!

With the last two terms we are able to couple part of the ice field to land by use of very
high horizontal momentum exchange terms, or represent a certain area with unbroken thick
ice coverage. In the latter case we have then assumed that in these areas ice does not elasti-
cally or plastically reform. This was recently found quite reasonable by Thorndike and
Colony (1982) and by Pritchard (1984).

1A much more complicated formulation of the shear, similar to formulations in soil mechanics, was used initially.
The use of that formulation required much computation and the results were nearly identical with the simple shear
representation in Eq. (5.1) and (5.2).
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Similar to the bottom stress of a fluid flow model, the momentum exchange coefficient at
the bottom of the ice can be expressed:

pg(R°)'[ (5,u)? + (6557)2 )%

(c)°
b (5.3)
E - pe (A"’ EC*)")Z + (6.0)2 ]
ek (5.4)

where the density (p) and the thickness of the ice layer are computed locally by the
parametric relationship presented later.

The Chezy coefficient (C;) between the ice water interlayers is used not only for the
momentum transfer computation but also for the computation of turbulence energy genera-
tion with respect to the transport of subgrid scale energy in the surface layer of water. In the
computation of the ice cover model, a Chezy value of 420 cm */sec is used. This value was
converted from the stress coefficient described above.

In the presence of ice, the local top-layer thickness for the water computation is
adjusted according to ice displacement, which is also a function of local ice thickness and ice
water density differences.

If ice is present in part of the modeled area, then the change of momentum is computed
at the grid points as a function of the wind stress, stress at the ice water interface, Coriolis
force, internal ice stress, and sea surface tilt.

The internal stress between ice floes is evaluated according to the degree of ice coverage
by means of variable horizontal diffusion coefficients. Quantitatively, these coefficients range
from one obtained by the four-thirds power law of the characteristic length scale (grid dimen-
sion) for the ice-free condition, to an arbitrarily large value for the fully covered condition. In
the case of full coverage, shear stress terms at the ice water interface are reevaluated consid-
ering the random spacing of draft beneath the pressure ridges associated with the local ice
thickness (Whittmann and Schule, 1966).

Before a simulation of winter conditions can be made with the three-dimensional model
with ice cover, we need, in addition to the hydrodynamic forcing function at the open boun-
daries of the model, wind information and initial conditions such as ice thickness and ice cov-
erage. Since it can be expected that very limited information about the ice thickness would
be available during some winter periods, an initial ice thickness model is designed to esti-
mate the ice thickness at the start of a simulation. Critical information to determine the ice
thickness includes the average value of the total degree-days (below zero) at the starting time
of the simulation and the spatial salinity distribution at the beginning of the winter season.
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To initiate the ice simulation at each grid location, local water salinity is used to esti-
mate the freezing point. This value is then stored for later use. The freezing point of sea
water for various salinities can be estimated (Neumann and Pierson, 1966).

T; = —0.003 — 0.527S,, — 0.00004S2 (5.5)

where s, is the local sea water salinity.

From weather statistics, an averaged value of total degree-days (below zero) can be
obtained that corresponds to the starting time of the simulation. From this information, the
freezing point of sea water, depth, salinity, and initial temperature, and the “effective” local
total degree-days below sea water freezing point can be computed. Once the freezing point
has been reached, salt is rejected from the ice, thus it is no longer a function of local sea
water but of the ambient freezing temperature. The relationship between the salt content
and the ice temperature can be expressed as:

S; = 2.3 — 0.18837T, (5.6)

T; represents the ice temperature, which may be assumed to be the same as the ambient air
temperature, T, .
From the salinity of ice, the density of young ice is approximately:

p; = 0.918 + 0.0008S; 5.7

To estimate the local ice thickness, the local latent heat of fusion of ice, A, can be com-
puted also from the salinity of ice mentioned above.

A = 80.0 — 4.267S; (5.8

The initial local ice thickness at each grid location can be computed (in cgs units)
according to:

29 Y
H - [_ (D - Ty) x 24 x 3600] (59)
Aipi

where  denotes the coefficient of thermoconductivity, which is approximately 0.0055 cal
degree™ sec™!, and D represents the total degree-days below the freezing point locally.
These data are obtained from Brower et al. (1977). During computation the formation and
melting of ice are computed assuming linear vertical temperature gradient within ice:

A 2 | T Ty (5.10)
At Aip; h

The recursion formula in the finite-difference form is:

2(T, — T¢)(248)

Hn+1 =H"
MpH™

(5.11)
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In the subsequent computation the amount of salt rejection or formation is computed as
the source or sink terms in the salt balance equation for the top-layer water simulation.

pf St x 1000

(5.12)
21t pb HY,

S = (H;H'At _ Hf—.\t).

where p,, and H,, represent the density and surface layer thickness of water.

If ice is present at the model’s open boundaries, then the nonlinear advection and diffu-
sion terms are neglected in the momentum equation near the boundary in the same manner
as is done in the flow computations. The same procedure is applied to all the internal open
ice edges.

When land-fast ice exists in the model area we either assign locally an extremely large
momentum diffusion coefficient or set locally the horizontal ice velocity components to zero.
The vertical movements of land-fast ice are computed, however.

Sea ice distribution in the modeled area is expressed in Okta. By international agree-
ment the Okta system is used to report the extent of the ice cover. An ice concentration of 1
Okta (one-eighth) or more, defines the edge of pack ice. Total ice coverage is 8 Oktas (Brower
et al., 1977). More recent literature seems to report ice concentrations in the 0-10 system
with a scale of 10 to represent full coverage. For example, charts issued by the Navy/NOAA
Joint Ice Center are in the scale 10 system (Stringer et al., 1982).

For our model inputs we have adapted the Okta system, since the existing ice data at
the beginning of our modeling effort were nearly all in Oktas. A value of 9 was created to
denote a shore-fast ice zone. In the computation, the Okta scale is also used as a computa-
tional flag to classify approximately the type of ice, as well as a parameter for computing the
horizontal momentum transfer within the ice pack.

The parametric relationship for the ice growth described here has been tested against
the observed data at Norton Sound and Beaufort Sea (Stringer and Hufford, 1982; Stringer et
al., 1982). Using typical values of degree days, the formula gives reasonable ice thickness for
the entire winter season as compared with the local data.

ICE/WATER INTERACTION UNDER THE FORCES OF WIND AND CURRENTS

Pack ice moves because of the momentum transfer from currents underneath the ice to
the ice mass, and because of the momentum transfer from wind to the ice. Ice motions are
nonlinear functions in space and time because of nonlinear terms in the equations that
describe the ice motions, Eqs. (5.1) and (5.2).

To test computational procedures and to understand the behavior of the system we were
working with at that time, we made a number of experiments. One of these experiments is of
particular importance, as it revealed considerable differences in the movement of ice in rela-
tion to the underlying water. The experiments were made with the submodel of Norton
Sound for winter conditions typically occurring in March. Figure 5.3 shows the initial distri-
bution of ice thickness. Open water exists in the northeast part of the bay where ice has been
removed by the predominant wind from the north-northeast. The vertical water column is
nearly homogeneous throughout the area except for the surface salt input associated with ice
generation in the northeast part of the Sound. Other than in areas near the Yukon Delta
and at the head of the Sound where shore-fast ice is found, Norton Sound is covered with ice
floes that range in size from a few meters to one or two kilometers. The diurnal tide is
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dominant in the eastern part of the Sound, whereas in the western part of the model area,
the semidiurnal tide is stronger. The thickness of the ice ranged from 0.8 to 1.05 meters.

~ To study the ice/water interaction, we exerted a constant wind of 18 knots from the
north-northeast, the predominant wind for this month. Ice moves under the influence of
wind and tide, and typical ice velocities are shown in Fig. 5.4. Note that the ice movements
deviate considerably from the wind direction. The influence of the current stress and the
stress exerted by the neighboring ice appears to be quite strong.

The velocity of the water in the top layer just underneath the ice is quite variable, as
shown in Fig. 5.5. Near Kwikpak Pass the water velocity is nearly zero and, in this case, the
direction of the ice movement is approximately 35° to the right of the direction of the wind.
At this location the speed of ice is approximately 3.3 percent of the wind speed. However, a
short distance away where larger water velocities exist, the speed of ice approaches 4.5 per-
cent of the wind speed.

It will be noted also that the speed of ice near the shore-fast ice zones is reduced in com-
parison with its speed farther away. In many cases rotational effects in the ice movement
may be observed near the boundary of land-fast ice. The model experiment also shows that
shore-fast ice considerably reduces the water velocities in the layer immediately underneath
the ice.

In a subsequent experiment we evaluated the movement of ice over a certain period. At
the beginning of this experiment only the tidal motions were simulated until the starting
transient had disappeared. Subsequently, the wind stress was applied over a 12-hour period
and for the following 12 hours the wind was stopped again. The direction of the wind was
from the northeast and the wind velocity was 10 knots.

To obtain insight into the transient effect of wind on the ice field, plots of ice displace-
ments were made for a number of locations in the model. These pathways are shown in Fig.
5.6 and are the pathways resulting from a 12-hour period of wind followed by a 12-hour
period without wind. The movement of the ice in the eastern Sound is influenced by the
underlying diurnal tidal excursion, whereas in the southwestern part of the model the semi-
diurnal tide exerts the most influence. If we look at the movement over a 24-hour period, as
shown in Fig. 5.7, it can be seen that the net displacement varies considerably over the area
in displacement and in direction. The drift distance is typically from 6 to 9 km for this period
in which the wind stress was applied for only 12 hours. To study the inertia component of
the ice’s movement, the wind stress is exerted only in the first 12 hours of the day simulated.

After this experiment, which was made in 1980, field data became available from sea/ice
trajectories determined by Landsat imagery as shown in Fig. 5.8 (Stringer and Hufford,
1982). The daily movements of ice range from 7 km to 14.5 km, which is approximately twice
the displacement during the 12-hour experiment; wind directions are quite well in agreement
with those of our aforementioned simulation. Unfortunately, no wind data were obtained at
stations in the Sound during that period. The wind conditions were typical for that season
with air pressure difference between Point Barrow and Nome being 0.4 inches.

The comparison between the long-term observed ice trajectories and the simulated
long-term trajectories under the areawide wind forcing is presented in the next chapter. It is
our opinion that the long-term ice trajectories should be verified together with the wind
model that will be used for the oil spill trajectory simulation.
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6. MODELING OIL TRAJECTORIES

OBJECTIVES

Before decisions are made concerning which specific offshore areas to lease for explora-
tion or exploitation, the responsible governmental agency (U.S. Department of Interior) must
balance orderly resource development against the protection of human, marine, and coastal
environments, to ensure that the public receives a fair return for these resources. In studies
made for this purpose, the impact of hypothetical oil spills are considered. To assess the
impact of these oil spills on resource areas, simulations of the pathways of oil spills are
required for representative weather conditions for specified periods of the year. A relatively
large number of simulations are required from each spill site to obtain sufficient data for sta-
tistical analysis.

Not only are oil spill pathways required for the impact analysis, in certain instances
knowledge about the extent of oil spills is required as well as about the oil concentrations
that would occur in the water column.

THE MODELING APPROACH FOR LONG DURATION WIND DRIVEN
CURRENTS

As the three-dimensional models made of the different offshore areas of Alaska simulate
the movements of water, and as a model is available to simulate wind sequences offshore, it
would be logical to use these models in the computation of oil spill movements. To use these
models effectively, we have developed a method to compute wind driven currents. This
method retains the dynamic detail of the three-dimensional model and yet is approximately
two orders of magnitude more efficient than the simulations with the three-dimensional
model; it is called the “wind-driven response function method.” In essence, the method
extends the basic idea of the “drift ratio" between the wind speed and current speed except
that the ratio changes in time and over space and is derived from the three-dimensional
model.

The traditional, simple fixed drift-ratio method has many difficulties when applied in
the Alaskan coastal waters. It is applicable only for cases of steady wind with constant speed
blows over water with finite depth and with no boundaries. However, the concept of the
“drift ratio” is a good one—but we need to include more dynamics in it.

In examining the fundamental dynamics of wind-driven currents, even under the
assumption of steady (in time), constant (over space) wind and an infinitely long straight
coastline, wind-driven currents over water of finite depth do vary both in direction and speed
at the surface and at different levels to satisfy the law of conservation of mass. Using infor-
mation on the distance from shore, wind direction, and local depth, Ekman (1905) worked out
the variabilities of drift currents by using highly simplified terms in the equations of motion.
On the other hand, to include more terms would require the solution of the complete three-
dimensional model.

In our study, time-varying response functions under various wind conditions were
developed using wind stress associated with the marine wind speed. Reverse procedures
(convolution) were then used during the oil trajectory simulation; therefore, they are not
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linear with respect to local wind speed. Since the response functions for all layers are
derived from the three-dimensional model, time-varying effects (such as a moving storm,
deepening of a mixed layer, and inertia components) are included in the oil spill trajectory
computation. The method is very efficient, however, the oil spill trajectory model was pro-
grammed so that the drift ratio and deflection angle from field observations under various
conditions over an entire area can, as an option, still be used for the computation of 0il move-
ment.

Wind driven currents over stratified waters vary with the degree of vertical stability
associated with the stratification. To illustrate this point we use a simple case where the
time series of water movement at two nearby locations in Norton Sound is plotted (Fig. 6.1),
and wind from the east is applied for a duration of 12 hours (close to the inertial period) over
the water. The response of surface water at two nearby locations is not the same to satisfy
the continuity principle of water within a bay. Response functions over the water column of
the entire modeled area are calculated by the three-dimensional model.

To generate the complete set of response functions, five computer simulation runs are
needed. One computer run is without wind but with tide. The other four computer runs are
with tides and with wind from each of four directions. The four response functions set are
derived from the difference between them and the one with tide as the only forcing function.
The level of tidal currents at different areas produces variable wind responses under the
same wind, so the tide has to be included when deriving wind response functions, otherwise
they will be overestimated. This is why in a coastal area with strong tidal currents the drift
ratio would be lower than in the open ocean because of the quadratic nature of the bottom
friction.

When response functions are saved in discrete time intervals (30 minutes was used) the
drift velocity at a certain time is computed by numerical convolution.

Uy(n i)=& T Why(nat - kAL ®1)

where W = wind speed from a certain direction,
Ui = velocity at a particular point (i, j, ), and
hij» = time domain response function between squared wind speed and velocity at
point (&, j, k).

With this formula the velocity at point i, j, 2 can be determined if the wind speed from a
specific direction is known, as well as the response function.

The same principle applies for complex wind scenarios, then the vectorial decomposition
is involved.

COMPUTING OIL BEHAVIOR UNDER ICE

In the absence of a current, oil released in a water column will rise and be trapped
underneath the ice. Under porous young ice during formation, oil will initially undergo a cer-
tain degree of vertical migration through the vertical brine channels. Most oil is initially in
the form of droplets until a lateral slick is formed. The oil sheet tends to spread with an
obtuse contact angle. For typical Alaska Prudhoe Bay crude oil, the average observed values
of interfacial surface tension, density, and the contact angle are 31 dynes/cm, 0.911 g/cc, and
20°, respectively (Kovacs et al., 1980). The static thickness of the same oil is approximately
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1.2 em. Since the dynamic pressure exerted by a moving current on an oil slick of finite
length tends to balance between the front and the back faces, the equilibrium thickness
should be the same for both unaccelerated and static slicks.

The bottom roughness of ice not only determines the amount of oil that may be trapped
beneath it, it also influences the speed of 0il movement under moving currents. Using a
radar echo sounding system, Cox et al. (1980) made extensive measurements of ice bottom
morphology and found the standard variation of ice thickness to be 3.1 ¢m over a mean thick-
ness of 1.53 m in an undeformed shore-fast ice zone near Prudhoe Bay. The thickness of ice
was also found to be inversely proportional to the thickness of snow cover over it. The snow
acts as an insulator that reduces heat exchange from the sea water through the ice to the
atmosphere and thus retards the growth rate. Consequently, a substantial quantity of oil
can be retained underneath the pack ice. Under weak currents, trapped oil will travel with
the pack ice. The movement of oil under this condition would be identical to the computed
movement of ice described above but the shear stress coefficients between water and ice are
reduced.

Under strong “relative currents" (between water and ice), oil will travel at a speed dif-
ferent from the ice and currents. To compute the movement of oil under these conditions, in
the three-dimensional model we adapted a method developed by Cox et al. (1980) with
parameters evaluated from laboratory tests. This method involves the evaluation of a critical
relative velocity between ice and water. Using p,, to represent the density of sea water in the
surface layer of our computation, the critical velocity for the incipient motion with large
roughness is approximately:

Y

.
Po + Pw [ ]/’
Oo /w8 Pw — Po) 6.2)
[ PoPu ] o€ Pw ~P }

U critical = 1.5

| mae—

in which p,, 6, ,,, are, respectively, the density of oil and the surface tension at the oil/water
interface. With the aforementioned typical values observed in the Beaufort Sea, this critical
value is approximately 21 cm/sec.

Equation (6.2) is developed considering the formation of Kelvin-Helmholtz type instabil-
ity, which exerts a limit on the thickness of an oil slick near the head region. A multiplier of
1.5 on the right-hand side of Eq. (6.2) was used considering the actual velocity that would
cause droplet tearing. Ultimate slick failure occurs at about twice the critical velocity.

According to Cox et al. (1980), the critical velocity at which oil begins to move relative to
the water when the relative velocity between ice and water is:
)
(6.3)

X
o =l aer [1‘ [m*
8

where x is the amplification factor and Fy is a slick densimetric Froude number defined by:

F5= uwater (64)
'\/[(pw - po)/pw] 4 o

in which § represents the equilibrium slick thickness.
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Equation (6.3) is derived from the momentum balance between form drag, oil/water
interfacial shear stress, and the retarding of oil/ice frictional force. Constants A and B in
the equation contain the effects of frontal shear and plane shear, as well as the normal force
from oil’s buoyance against the ice. For the field conditions of the model areas, the values of
these coefficients are 1.75 and 0.115. The amplification factor x equals unity for a hydro-
dynamic smooth region and is greater than zero for rough surfaces. For the field conditions
in the model areas, the factor was given a value of 1.105. To determine the equilibrium oil
slick thickness from the density of the oil, we used an empirical relation. The empirical
difference is:

§=1.67-8.5(p, — p,)cm) (6.5)

In the three-dimensional model the local density of water is evaluated by the equation of
state of sea water. The density of oil can be computed by a table look-up procedure.

In our computation, the local density of sea water associated with the ice formation/salt
rejection and advection was evaluated and updated. The results of oil movement beneath the
ice under various wind conditions, in the form of response functions computed from the
three-dimensional simulation, were recorded on magnetic tape as subsequent inputs to the
oil spill trajectory computation.

We found that oil will generally move with ice except under two conditions that cause it
to travel at a different speed. The first condition is beneath the shore-fast ice in an area
where tidal currents are strong. The second condition is when pack ice is located very close
to a passing storm center, when drifting ice abruptly changes direction. Under this condition
a high relative velocity between the water and ice can be reached..

Because of the pronounced nonlinear vertical shear coupling, and at high latitude, the
direction of an oil movement appears to be extremely variable. Therefore, the vertical shear
coupling should be included in the computation even though spilled oil beneath the ice may
not seem to be in constant motion with appreciable magnitude.

MODELING OIL SPILL TRAJECTORIES

Oil spill trajectory computations involve two parts—the first part calculates the move-
ment of oil mainly by advective transport, and the second part calculates the movement of
dispersive mechanisms, including weathering, diffusion, and dissolution processes. In this
section we will describe the modeling of advective transport only.

Oil transported by advective mechanisms contains several major components. The
method used to compute each component is as follows:

Oil Transport by Mean Wind Drift. During this computational step, oil movement
resulting from wind stress at the surface layer and at different levels in the water column is
calculated by the response function technique. The response function represents local advec-
tive transient response to a given wind stress. If a three-dimensional model is used to
develop these response functions, the effects of transient inertia, bottom, shoreline, and verti-
cal stratification are all included. The computed movement using this response technique
gives only the movement near the middle of the surface layer (typically 5 meters) schema-
tized in the 3D model. For the surface movement the results are extrapolated for speed and
direction near the surface using an analytical solution of the Ekman type assuming constant
density within that surface (mixed) layer.
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Stokes’ Transport. When wind blows over the water surface it generates Stokes’
transport in addition to the mean wind-driven current. This transport is caused by the non-
linear residual orbital motion associated with the local wind waves field. The magnitude of
this transport is a function of the intensity and age of the wave field. The direction is nearly
identical to the wave-propagating direction. In the oil spill trajectory model, a special sub-
routine is used to compute the direction and speed of this transport. According to measure-
ments in the field and in the laboratory, Stokes’ transport is approximately 1.6 percent of the
local wind speed if the wave field is not limited by wind duration and fetch length. The wind
used to compute the Stokes’ transport is obtained from the wind field model described in
Chapter 4.

Tidal and Baroclinic Residual Component over the Alaskan Outer Continental
Shelf Area. Because of the complex tidal regime and density field, tidal residual and baroc-
linic circulation components are quite essential. We have discussed their dynamics in great
detail in Chapter 3.

To simulate a number of trajectories with the trajectory model, many data are needed
from other models that we have previously described. Figure 6.2 gives an overview of the
data flow between these models. As illustrated in the diagram, when computing the oil
movement, the oil/trajectory model plays the role of data synthesizer. As physical parame-
ters involved in calculating oil movements are difficult and expensive to measure over the
entire Alaskan waters, the model is programmed with flexibility in mind, so that any field
data, if available, can be used to drive the model in its simplest mode. On the other hand, the
trajectory model would link results from the other models. To perform this task, it contains
the basic physical parameters of the entire lease area as well as the grid network of the
entire model and submodels within the system.

During the study period, spill trajectory analyses were made on a lease-area basis. For
each lease sale, approximately 30 to 40 launch points were selected by the Minerals Manage-
ment Service according to the potential petroleum resource. The movements of oil were then
tracked for a period of time, typically a month during the summer period, to as long as six
months during winter.

From each launch location 40 to 60 trajectories are computed under different weather
scenarios. For each trajectory, half-hourly positions are computed and landfall locations are
recorded where possible. As described above, the wind-driven component of the oil move-
ments is computed using the wind-driven response function technique through the convolu-
tion procedure. To maintain accuracy, each response function has half-hourly weighting ele-
ments for each wind direction, each computational grid, each layer, and each season. One
magnetic tape is required to store all response functions from each of four wind directions.
For the computation of oil spill trajectories, this information is transferred to disk storage.

Results from a typical simulation are presented in Fig. 6.3. In the figure, the computa-
tional grid of the three-dimensional model of the Beaufort Sea is superimposed over the oil
trajectory model, which also covers the eastern portion of the Chukchi Sea. The response
functions and net-current field over that area are averages obtained from the two models.

On top of the graph, computed 12-hour wind vectors sampled at Point Barrow are plot-
ted. The mean winds and half-hourly varying winds from the simulation are also presented
in the form of wind roses for speed and direction, also at Point Barrow. The wind direction
rose represents the frequency of occurrence of wind direction toward which wind is blowing.
A wind speed rose represents the average marine wind speed associated with each of the 16
wind directions mentioned above. The plotting scale of the highest speed in the rose is 12
knots as indicated under the rose.
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Each dot in the oil trajectory represents daily displacement originating from the launch
point, which is marked by a number. When examining the trajectories one would notice the
following interesting aspects:

1. The predominant wind during a summer period is from the east-southeast.

2. Oil spilled closer to the shore travels faster, in a downwind position.

3. Oil spilled offshore moves in a more random direction and has a larger deflection
angle. This can be attributed to the greater water depth and the existence of ice
floes.

4. Oil spilled further offshore travels in a direction approximately the same as the
Arctic Gyre (Colony and Thorndike, 1984, U.S. Coast Guard buoy data, Fig. 6.4).
The simulation in Fig. 6.4 was made in December 1982.

The trajectories shown in Fig. 6.3 represent oil movements under a given 30-day
weather scenario. In Fig. 6.5 comparison between satellite-tracked buoys (Murphy et al.,
1981) and trajectories computed using the coupled trajectory-weather model is shown. Dur-
ing the summer period, the average observed movement of ice is approximately 140 nautical
miles per month. The same is found in the computed monthly average displacement. The
observed and the computed trajectory patterns in the Mackenzie Bay are quite irregular.
This may be due, in part, to the cyclonic local eddy described above.

Without observed wind fields and the variability of winds, tracing the deterministic
motion of a particular ice floe is not as desirable as comparing a group of observed trajec-
tories to a group of computed trajectories using a weather model. The same weather model
will be used for the statistical trajectory analyses below.

In the trajectories it can be seen that the impact of a moving storm can sometimes be
seen as a loop in a trajectory. The size and shape of the loop vary because of their location
relative to the moving storm.

The computed trajectories for the winter season have the similar direction of predom-
inant movement. Figure 6.6 shows the general direction of movement launched from three
selected points. The residence time within the modeled area is approximately two to three
months. If all launch points for a given season are considered, one can assess the oil spill
risk by counting the number of contact occurrences within each square area whose length is
10 nautical miles in the north-south direction (Fig. 6.7). In Fig. 6.7 the size of a circle
represents the spatial distribution of landfall frequencies. If oil is trapped in a near-shore
lagoon, a continuous contact is assumed for the remaining period. In preparing the map,
analysis is made using two-hour counting method. Plotting scale for the circle is 21211, two-
hour exposure periods equals one latitudinal grid spacing for the radius of the circle.

If the near-shore entrapments are excluded, a similar diagram (Fig. 6.8) gives the spa-
tial distribution for the marine resource contact frequencies. In this case, each latitudinal
grid spacing equals 1872 two-hour contact period for the radius of a circle. From graphs like
Fig. 6.7 and 6.8, one would be able to obtain a general assessment of contact risk associated
with the oil spill. However, sometimes it is more desirable to estimate the concentration of
oil, if a contact is made.
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Fig. 6.4—Three groups of ice drift data. (A) Coast Guard drogues for 3 months
during the summer of 1979; (B) composite trajectories compiled using data from
1893-1972 by Colony and Thorndike (1984); and (C) trajectories of automatic data

buoys (1979-1982), also from Colony and Thorndike (1984).
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DETERMINING THE OIL CONCENTRATION FIELD

When released in water, fresh crude oil will undergo major changes in its composition
while being transported and dispersed. The spreading of oil at the surface is mainly due to
mechanisms associated with viscosity, surface tension, and inertia. As time progresses the
major process responsible for the spreading of spilled oil are advection and turbulent disper-
sion. While oil is being advected and dispersed, its concentration decreases as a result of eva-
poration, photochemical degradation, and biodegradation. These processes are called weath-
ering.

In modeling an oil concentration field, advection, dispersion, and weathering are con-
sidered as well as the transport of oil. The rates of evaporation and the bio- and photochemi-
cal degradation were evaluated under field conditions by other investigators (Payne et al.,
1983). The oil decay rates for the simulation were estimated by these investigators on the
basis of turbulence levels determined by means of the three-dimensional models for the dif-
ferent areas.

To illustrate the diffusion process induced by the turbulent oscillating flow, it is more
convenient to demonstrate the magnitude of diffusion over the vertical plane in the absence
of surface energy input from the wind. In other words, in this illustration the turbulence is
generated primarily at the bottom by tide. To show the turbulent diffusion processes one
hundred particles are released in each vertical layer near the Pribilof Island and half-hourly
displacements are plotted there for a period of 24 hours (Fig. 6.9). The elevations for the
eight layers are 2.5, 7.5,12.5, 17.5, 25, 35, 85, and 240 meters, respectively.

In each layer the movements of particles are caused by advection and diffusion
processes. For instance, the hourly displacement of the particle group in the first layer starts
from the upper position, gradually moving with the tidal motion. As the group moves the dis-
tance between the particles increases because of the turbulent diffusion. In a stricter sense,
the separation of particles is the combined result of diffusion and the nonuniformity of the
current field. The combined process is called the turbulent dispersion. In shear flow, such as
the one illustrated here, the major mechanism responsible for dilution of a soluble is disper-
sion. This is evident from the amount of dispersion experienced by the particle groups in the
lower layers where the velocity gradient is much sharper than in the upper five layers.
These five layers are located above the sharp pycnocline, which partially isolates the upward
momentum transport.

Also of interest are the distances between the first and the last particle group within
each layer. They represent the net displacement over a period of two days. The changes in
net transport over the vertical are quite common in the coastal area, to satisfy the law of con-
servation of mass.

The example presented here illustrates the dispersion mechanism associated primarily
with bottom stress and nonuniform velocity distribution. Dispersion effects can also be
induced by shore line irregularity through the variability of the velocity field. For each of the
large modeled areas, submodels are used to compute near-shore oil movements (Fig. 6.10).
The turbulent diffusion coefficients averaged over ten tidal cycles, as computed by the three-
dimensional model for each large area and for each layer, are stored on magnetic tapes.
These diffusion coefficients became very useful for diffusion analysis in a limited near-shore
area. Figure 6.11 represents the results of oil dispersion analysis in which crude oil is
released instantaneously from five locations near the Bering Strait. Displacement of the
one-part-per-billion concentration envelopes are plotted every five days. The influence of the
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LAYER= 1 LAYER= 2 LAYER= 3 LAYER= 4
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Fig. 6.9—Pathways of particle groups released in different layers of the
model. Partially insulated by the pycnocline, 24-hour trajectories of particle
groups released in the upper five layers experience less turbulent diffusion than
the lower layers when the system is forced only with tidal energies.

shoreline and the variability of local advective/diffusive mechanisms (Fig. 6.11) are quite evi-
dent, as seen by the changing speed and direction of the oil movement.

Under a scenario of continuous release, the distribution of surface oil concentration is
presented in Fig. 6.11. When oil moves through the Bering Strait, the strong local current
tends to elongate the oil. Also notice the cumulation effects when the oil reaches the coastal
area, where the on-shore current components drop and the along-shore currents strengthen.
This near-shore effect tends to redirect the oil while slowing it down. The speed of an oil
transport can be seen from the top diagram of Fig. 6.12, where daily displacements of the
advancing plume are plotted. The daily traveling speed of oil is governed by the evolutionary
weather state as well as the local circulation pattern.

To illustrate the effects of weather and local baroclinic circulation, a group of six trajec-
tories are launched from five hypothetical spill locations in the Chukchi Sea/Barrow Arch
lease area (Fig. 6.13). The net displacement for the northern trajectories during the eight-
month period ranges between 3-5° latitude, which represents a daily movement of 1.4 to 2.31
km (Fig. 6.14). Oil launched near Point Hope travels substantially slower than its northern
counterpart, which moves predominantly within the Arctic Gyre. The simulated direction
and speed of ice movements within the Chukchi Sea agree with the observed values reported
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Fig. 6.12—O0il spill trajectory launched in the middle of the Bering Strait under a
30-day stochastic weather scenario during the summer. (A) illustrates the progressive
daily displacements of the 1 part per billion concentration envelope for the continuous

discharge of 2000 barrels of crude oil. The traveling speed of oil is governed by the
evolutionary weather state as well as the local circulation pattern. (B) illustrates the

concentration contour of the oil. Notice the cumulation effects when the oil reaches
the coastal area where the on-shore current components drop and the along-shore
currents strengthen. This near-shore effect tends to redirect the oil while slowing it
down somewhat.
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by Gordienko (1958), and Hibler (1979), who made computations using ice models including
nonlinear plastic flow effects by means of viscous-plastic constitutive law.

Perhaps it is more illustrative to show and analyze a group of trajectories launched near
an embayment so that the shore effects can be seen. The launch point is located between St.
Lawrence Island and the Gulf of Anadyr, USSR (see the insert map of Fig. 6.15). Twenty-one
groups of 30-day oil spill trajectories are sampled every two hours. These sampled data are
then analyzed for their direction and speed. For a 30-day duration there are 360 two-hour
samples for current directions and speeds. Since the directions and speeds of currents at
every two hours are located over a different area, local residual circulation and the relative
distance from the shore-fast ice make the movement of oil contained in ice different from that
of free-drifting pack ice. Consequently, there are more random ice motions under the local
wind stress than the oil movements in the water column resulting from inertia and momen-
tum filtering effects.

Figure 6.16 indicates that most oil spill trajectories move in a predominantly
northwesterly direction. For the summer period (Fig. 6.16), however, most contacts are
closer to the eastern shore. It should be noted that the plotting scale of Fig. 6.17 is four times
that of the one shown in Fig. 6.16. The western Chukchi Sea receives much less impact dur-
ing the summer season than in the winter period. On the average, oil travels a shorter dis-
tance and moves more randomly under the summer winds. During summer, winds have
higher variabilities and, as a consequence, the inertial current components have a substan-
tial contribution toward the overall current direction. The area of greatest impact is located
near Icy Cape.

Another method using the oil spill trajectory simulation results is to trace back from a
given marine resource contact location to the location of oil released. If the marine area is
ecologically sensitive, then the area near the launch point should not be considered for oil
exploration. This type of “trace-back” analysis was made, for example, for the Chukchi Sea
lease area. Partial results for winter and summer are listed in Tables 6.1 and 6.2, respec-
tively. The tables are for illustrative purposes only. For example, in Table 6.1, the location
of the marine area is represented by the (I,J) grid of the model as listed in the first two
columns in the table. The third column is the number of trajectories hitting this area during
this period. The subsequent numbers are the launch points where the oil was released. In
the first row of Table 6.1, at marine area I=3, J=17 as shown in Fig. 6.13, oil was released
from stations J14, J15, J16, J20, and J36. The area is relatively safe during summer as indi-
cated in Table 6.2 from the launch points considered for this particular simulation run.
Analyses such as these are sometimes instrumental in marine pollution analysis where the
location of a point source is to be selected to avoid a particular marine resource area.

The marine resource group risk exposure time can be evaluated by the spatial distribu-
tion of oil contact frequencies from the spill trajectories. In Fig. 6.17 the contact frequencies
are plotted at each marine area with the size of circle proportional to the contact time.
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7. CONCLUSIONS

This report presents the methodologies, data analyses, and the modeling efforts related
to the hydrodynamic processes of the Alaskan coastal waters. The following conclusions were
reached during the course of the study:

1.

The hydrodynamic processes of the Alaskan coastal waters possess different charac-
teristic scales both in time and over space, depending on their depth and the rela-
tive distance from the coast. This, when coupled with the shoreline configuration,
requires nested models of various scale to resolve the dynamic process of our pri-
mary concern. Because of this, we have developed models that range in size from
1.5 million square kilometers (Gulf of Alaska model, 43,000 grid points) to lagoon
models, which have grid spacings of only a few hundred meters.

In 1980 the results of the three-dimensional model of the Bering/Chukchi Sea indi-
cated an amphidromic system in the lower Chukchi Sea. Its location varied slightly
depending on the seasonal variability of ice coverage and the vertical stratification.
The computational results are presented in Liu and Leendertse (1982).

The baroclinic spin-up time ranged from a few hours for a small coastal tidal model
to more than ten days for a large model such as the Gulf of Alaska. For the eastern
Bering shelf, which has an average depth of 75 meters, and over 90 percent of the
energy is of tidal origin, the time to reach equilibrium is approximately five to seven
days. The computed baroclinic circulation pattern over the shelf with the tidal
bands filtered out agrees with the observed patterns.

A hydrodynamic model coupled to an areawide weather or wind model is required
to simulate the complete water movements in the Alaskan coastal waters. At the
present time, the global weather data grid network over the Alaskan area does not
have enough resolution to compute realistic wind fields associated with a strong
moving storm and cannot be used for accurate oil spill simulations.

A parametric wind model based upon statistical data can be used very effectively
and with a high degree of accuracy as input for oil spill simulations.

In addition to the hydrodynamics computation algorithm, extensive software
developments are required for the oil spill simulation and subsequent processing of
results for impact assessments.

Short intervals are required for accurate computation of trajectories near shore
locations. Also, the weathering of oil in the simulations requires a short time inter-
val for accurate computation of oil concentrations. This is particularly true for the
computation of weathering shortly after a release, as then the evaporation rates are
high.

For oil spill impact risk analysis, not only is information about the trajectory
required, but also information about the dispersion of oil. The computation of this
dispersion requires a rather extensive computational effort.

Hydrodynamic models with much resolution of the pycnocline are required to pro-
perly model the physical processes in this stratification zone without appreciable
numerical diffusion. Numerical models using vertical coordinate transformations
appear to be insufficient for resolving the pycnocline.
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11.

12.

13.
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Shear stress coefficients for the air/ice and ice/water interfaces should be calculated
based on data using the exact model for which they will be used later, ideally for
the areas with similar ice coverage. Otherwise, coefficients derived from models of
lower dimensions would overestimate the amount of momentum transfer if they
were used in a model of higher dimensions. Fewer terms are involved that
represent the overall momentum transport process in the lower dimension models
than in those with higher dimensions. The same is true for diffusion coefficients.
Fitting the same data group, a one-dimensional model would result in higher diffu-
sion coefficients than a two-dimensional model, as the latter has more terms to
resolve the diffusive process.

At the present time, the available turbulence-closure schemes still need improve-
ments when turbulence is strongly influenced by body forces acting in a preferred
direction, such as the buoyancy forces. The ice melting process creates strong
stratification in the Alaskan offshore waters; therefore, it is more difficult to simu-
late turbulent processes in these waters. More studies are needed to compute the
dispersion in nonhomogeneous waters.

For the turbulence-closure computation in this modeling study, a parametric rela-
tionship considering energy transfer from the wind field is used as an input energy
source term. The amount of energy input is evaluated according to the equilibrium
condition considering the Miles-Phillip mechanism and uses shallow water
wave/current data measured by our colleagues of the Netherlands Rijkswaterstaat.
These data are measured over the southern North Sea under the influence of the
Icelandic Low. Both the depth and wind conditions are quite similar to the oceanic
conditions of the Alaskan shelf waters during an ice free condition. This is quite
different from the traditional approach in which the upper boundary is treated as a
moving or nonmoving wall like the bottom. It is the authors’ belief that storm-
induced surface diffusion and transport are extremely important in an oil spill risk
analysis. The likelihood of a spill is much higher during storm conditions. The
wall-generated turbulence does not behave the same as the storm generated surface
turbulence. In the present k-¢ formulation, there is little experimental information
at the surface that could be used as the basis for specifying the length scale (Rodi,
1980). Certainly more research is needed in this area.

This study has developed a general data base on the tidal propagation and residual
circulation pattern over the Alaskan coastal waters so that they can be used as
boundary and initial conditions for the nested models of higher resolution. Baroc-
linic residual currents coexisted with the tidal energy over the broad
Bering/Chukchi Sea shelf and results are tabulated in Tables A.1 through A.6. It is
more economical and reliable to use the circulation produced in this manner than to
have those small models generate baroclinic current fields themselves.






Appendix

COMPUTED RESIDUAL CURRENTS IN THE BERING
AND CHUKCHI SEAS

Table A.1

COMPUTED EAST-WEST COMPONENT OF TIDAL/BAROCLINIC RESIDUAL CURRENTS
IN THE BERING AND CHUKCHI SEAS (cm/sec)

181W 180W 1BOW 179W 179W 178W 178W 177W 177W  176W  176W  175W  17SW  174W  174W  173W  173W  172W 172W 171w
0.0' 30.0' 0.0' 30.0' 0.0’ 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0'

0.0'N =1.7U8-2.152-2.555-1.368-0.181 0.068 0.316-0.913-2. 142-1,826-1.511-1.828-2. 14/-1.114-0,081-1.058-2.032-1,921-1.810-1,624
45.0'N -0.874-1.076-1.278-0.684-0.090 0.740 1.571 1. 181 0.791 0. 789 0.787-0.373-1.534-1.754=1.97U=1.786-1.599-1.502-1.405-1.266
30.0'N 0.0 0.0 0.0 0.0 0.0 1.413 2,825 3.274 3.723 3.404 3.085 1.081-0.923-2.393-3.864-2.515-1.165-1.083-1.000~0,908
15.0'8 0.0 0.0 0.0 0.0 0.0 0.706 1.413 1,503 1.59% 1.506 1.419 0.151-1.116-1.871-2.626-2.010-1.395-1.178-0.962-0.893

0.0'8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.268-0.535-0,391-0.207-0.778-1.310-1.349~1.388~1.506-1.624-1.274~0.92u4-0.877
45.0'K -3.963-2.782-1.603-0.734 0.133 0.903 1.673 1.282 0.891 0.130-0.630-1.163-2.297-1.168-0.039-1.178-2.316-1.518-0.720-0. 482
30.0'N -7.925-5.564-3.202-1.468 0.265 1.805 3.346 2.831 2.317 0.652-1.013-2, 148-3.283-0.987 1.310-0.849-3.008-1.762-0.516-0.088
15.0'N -2.845-3,102-3.358-2.883-2.409-1.609-0.810 0.415 1.639 0.921 0.202-0.107-0.%16 0.335 1.086-0.307-1.700-1.719~1.739-0. 772

0.0'N  2.234-0.640-3.514-4.298-5,082-5.024-4.,965-2.002 0.962 1.189 1.417 1.934 2.451 1.657 0.863 0.236-0.391-1.677-2.962-1.456
U5.0'N -0.406~1.772-3.137-3.739-4.341-4.781-5,221-3.870-2.520-2.119-1.718-1.314-0.911~1.581-2.172-1.414-0.656-1.386-2.115~1.836
30.0'N -3.046-2.903-2.761-3.180-3.599-4.537-5.476-5.739-6.002-5.127-4.852-4.563-4.273-4, 740-5.206-3.064~0.922-1.095-1.269-2.217
15.0'N =1.523-1.441-1.360~1.379-1.398=1.312-1.226-1.8045-2.464~2.570-2.677-1.942-1.207-1.958-2.709-2.227-1.74i=1.193-0.641-1.623

0.0'N 0.0  0.021 0.041 0,422 0.803 1,913 3.023 2.049 1.07h 0.286-0.502 0.679 1.860 0.820-0.212-1.389-2.566-1.290-0.014~1.030
45.0'8 0.0 0.010 0.021 0.211 0.401 2.33h 4.266 3.910 3.954 2.087 0.620 1.075 1.530 0.891 .252-1.318~2.888-1.810-0.732-1.271
30.0'% 0.0 0.0 0.0 0.0 0.0 2.754 5.509 5.771 6.033 3.887 1.74) 1.471 1.200 0.958 0.716-1.247-3.209-2.330-1.450-1.511
15.0'N 0.0 0.0 0.0 0.0 0.0 1,377 2.754 2.885 3.017 3.486 3.955 2.397 0.839 1.736 2.633 0.662-1.308-0.976-0.644-1.087

0.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3.0856.169 3.323 0.478 2.514 4.551 2.571 0.592 0.377 0.161-0.663
45.0'8N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.542 3.085 2.775 2.465 3.717 4.969 3.784 2.599 1.240-0.120 0.186
30.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.226 4.452 4.920 5.388 4.997 4.607 2.102-0.402 1.035
15.0'N 0.0 0.0 0.0 0.0 0.0 0,0 0.0 0.0 0.0 0.0 0.0 1,113 2.226 2.460 2.694 2.499 2.304 0.871-0.562 0. 181

0.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 =-0.363-0.722-0.673
45.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 =0.181-0.361-1.289
30.0'N 0.0 0.0 ©0.0 0.0 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 =-1.905
15.0'8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 =0.952

0.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0,0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
45.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 U.0 0.0 0.0 0.0 0.0 0.0 =0.721
30.0'K 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ~0.441
15.0'N 0.0 -0.122-0.245 0.132 0.508 0.529 0.549 0.334 0.119 V.059 0.G 0.0 0.0 0.0 0.0 0.0 0.0 0.56) 1.122 1.308

0.0'N 0.0 -0.215-0.490 0.264 1,017 1.057 1.097 0.667 0.237 0.119 0.0 0 0.0 0.0 0.0 0.0 (.0 1.122 2.244 3.05
45.0'N  0.188 0.057-0.074-0.095-0.116 0.388 0.892 1.043 1,193 1.358 1.523 1.155 0.787 0.393 0.0 0.0 0.0 1.692 3.384 2.874
30.0°N  0.376 0.359 0.312-0.453-1.208-0.281 U.686 1.418 2.149 2.597 3.046 2.310 1.574 0.787 0.0 0.0 0.0 2.262 h.524 2.692
15.0'N  0.006 0.289 0.573 0.465 0.356 1.395 2.43h 1.80h 1.173 0.976 0.780 0.169-0.442 0.684 1.811 2.301 2.792 4,145 5.499 3.547

0.0'N -0.364 0.220 0.805 1.382 1,960 3.07! 4,182 2,190 0.197-0.644-1.486-1.972-2.459 0.582 3.622 4.6U3 5.584 6.028 6.473 4.402
45.0'8  0.050 0.701 1.352 1.022 0.691 0.138-0.415-0.152 0.111-0.664-1,439-0.211 1.018 2,184 3.350 3.985 4.621 3.929 3.236 2.201
30.0'N 0.464 1.181 1.899 0.661-0.577-2.795-5.012-2.193 0.025-0.684-1.392 1.55) 4.49u 3.786 3.078 3.368 3.658 1.829 0.0 0.0
15.0'N  0.232-0.682-1.596~1.161-0).726-2.800-1.873-3.171-1,369-0.889-0.408 1.402 3.21% 3.134 3.055 2.636 2.217 1.983 1.750 1.850

0.0'N 0.0 -2.546-5.092-2.981-0.875-2.805-4.734-3,749-2.763-1.094 0.575 1.254 1.933 2.483 3.032 1.903 0.775 2,137 3.500 3.699
45.0°N 0.0 =-1.315-2.631-1.364-0.097-0.579-1. 521 1.773 2.026 1.542 1.059 1.889 2.719 2,781
30.0'N 0.0 -0.085-0.169 0.256 0.681 1.6u8 2. . . > S109 1.064 1.019 1.182 1.34h 1,641 1.938 1.862
15.0°N 4.113 3.393 2.673 2.138 1,603 1.283 0.962 0.994 1.027 0.713 0.399 1.193 1.98/ 1.848 1.709 1.5/5 1.442 1.525 1.608 1.592

0.0'N 8.225 6.870 5.515 4.020 2.526 0.918-0.691-0.129 0.432-0.200-0.831 1.016 2.864 2.631 2.398 1.969 1.540 1.408 1.277 1.32}
45.0°N  5.127 4.519 3.910 3.105 2.299 1.358 0.418 1,060 1.701 0.352-0.996 0.629 2.255 2.017 1.779 1.326 0.873 0.899 0.924 1.218
30.0'N 2.029 2.168 2.306 2.189 2.071 1.799 1.527 2.249 2.970 0.90u4=~1.162 0.242 1.646 1.403 1.160 0.684 0.207 0.389 0.572 1.115
15.0'K 1.099 1.378 1.657 1.898 2.140 1.772 1,404 1.950 2.496 0.512-1.471 0.200 1.871 1.554 1.236 1.098 0.960 0.573 0.186 0.480

0.0'N 0.169 0.588 1.007 1.607 2.208 1.744 1.281 1,651 2.022 0.121-1.781 U.158 2.096 1.704 1.313 1.513 1.713 0.757-0.199-0.156
45.0'N  0.085 0.058 0.030 0.526 1.021 0.636 0.251 0.573 0.896-0.972-2.840-0.633 1.574 1.115 0.656 0.757 0.857 0.275-0.307-6.443
30.0'N 0.0 -0.473-0.946-0.556-0.167-0.472-0.778-0.501-0.230-2.065-3.900-1.424 1.052 0.526 0.0 0.0 0.0 -0.207-0.414-0.730
15.0'N 0.0 -0.236-0.473-0.417-0.362-0.362-0,.363-0.161 0.041-1.032-2.106 0.218 2.542 1.558 0.575 0.627 0.679 6.728 0.777 0.302

0.0'N 0.0 0.0 0.0 =0.279-0,557-0.252 0.052 0.183 0 313 0.001-0.312 1.860 4.031 2.590 1.149 1.253 1.358 1.663 1.969 1.334
45.0'N 0.0 0.0 0.0 =0.139-0.279-0.420-0.561 0.649 1 259-0.075=2.008=0.110 1.789 1.016 U.2hi 0.655 1.06/ 1.094 1.121 0.932
30.0'N 0.0 0.0 0.0 0.0 L0 -0.588-1.175 1.114 3. 4uki-0.150-3.705-2.079-0.451-0.558-0.661 0.057 0.776 0.525 0.2/4 0.531
15.0'/N 0.0 0.0 0.0 0.0 0.0 =-0.294-0.588 1.416 3.420-0.283-3.987-3.616-3.2i4-3.581-3.917-1.853 0.211 0.467 0.723 0.425

0.0/ 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.718 3.437-0.416-4.269-5.152-6.035-6.604~1.173-3.764-0.354 0.409 1.172 0.319
45.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.859 1.718-0.288-2.293-2.731-3.169-3.901-4.634-3.773-2.912-1.286 0.339 0.147
30.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.9 0.0 0.0 =0.159-0.317-0.310-0.303-1.199-2,094~3.782-5.470-2.982-0.494-0.026
15.0'MW 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 <-0.079-0.159-0.455-0.751-0.816~0.882-2.818-U,75U~4.0450-4.145-2.448

0.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 =-0.599-1.196-0.434 0.331-1.851-4,039-5.917-7.796-4.870
45.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.300-0.599-0.4%1-0.283-1,252-2.221-3,673-5.125-4.018
30.0'N 0.0 0.0 ©.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 =-0.448-0.896-0.650-0,403~1,428-2.454-3.226
¥5.0'N 0.0 0.0 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 =-0.224-0.448-0.528-0.609-0.988-1.367-1.577

0.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 V.0 0.0 0.0 =0.407-0.814-0.518-0.281 0.07
45.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 =0.204-0,407-0.361-0.315-0.184
30.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0 0.0 -0.174-0,348-0.439
15.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 =0.087-0.174-0.326

0.0'N 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 00 0.0 0.0 00 0.0 0.0 0.0 0.0 -0.213
45.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 =0.107
30.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.8 0.0 0.0 0.0 0.6 0.0
15.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ©0.¢ 0.0 0.0 0.0 0.9 0.0 0.0 9.0 0.0 0.0 0.0 0.0 0.0

0.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.6 0.0 0.0 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 0.0 0.0
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Table A.2

COMPUTED EAST-WEST COMPONENT OF TIDAL/BAROCLINIC RESIDUAL CURRENTS
IN THE BERING AND CHUKCHI SEAS (cm/sec)

7AW 170W  170W  169W  169W  168W  168W  167W  167W  166W  166W  165W  165W  16UW  16HW  163W  163W  162W  162W  161W
0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0°

N -1.437-1.266-1.096-0.587-0.077 0.348 0.773 1.378 1.983 1.978 1.973 1.914 1.855 2.186 2.517 3.084 3.652 3.727 3.802 3.256

N -1.127-0.800-0.473-0.436-0.399-0.315-0.231 0.149 0.529 1,458 2.386 2.168 1.950 2,165 2.381 2.546 2.711 2.736 2.760 2.658

N -0.816-0.333 0.151-0.285-0.720-0.978-1.236-1.080-0.924 0,938 2,800 2.422 2.045 2.1l 2.240 2.008 1.771 1.744 1.717 2.059

N -0.823-0.474-0.125-0.365-0.604-0.232 0.140-0.162-0.464 0,016 0.496-0.102-0.701-0.713-0,724-0.837-0.949~1.330-1.712-2.357

N -0.829-0.616-0.102-0.4U5-0.488 0.514 1.515 0.756~0.003-0.906-1.808-2.627-3.446-3.570-3.693-3.681-3.670-4.405-5.141-6.773

N =0.241-0,327-0.109-0.309-0.210 0.180 0.570 0.250-0.070-0.505-0.939-2.006~3.151-2,951-2.749-2.953-3.157-3. 77011, 383-4.293

N 0.341-0.038-0.416=0.174 0.068-0.153-0.374-0.255-0.136-0.103-0.071=1.466-2.861-2.333-1.805-2.2204-2.644=3.1314-3.625-1.813

0.195 0,426 0.657 0.737 0.816-0. 144-1.105-1.142-1.780-1.291-0.802-0.753-0. 705-0,533-0.361-0.841-1.322-1.567-1.813-0.906
L0'N 0.050 0.890 1.731 1.647 1.560-0.135~1.839-2.629-3.424-2.178-1.532-0.000 1.452 1.267 1.083 0.542 0.0 0. 0.0 0.0
69 45.0'N -1,557-0.967-0.378-0.203-0.028-0.193-0.359-0.628-0.896-0.716-0.536 0,095 0.725 0.uB1 0.236 0.118 0.0 0.0 0.0 0.0
69 30.0'N -3.165-2.825-2.486-2.052-1.619-0.251 1.117 1.370 1,631 1,046 0.i61 0.230-0.001-0.306-0.612-0.306 0.0 0.0 0.0 0.0
69 15.0'N -2.605-2.527-2.449-2.364-2.279-0.909 0.462 0.342 0.221 0.619 1.017 0.925 0.833 0.263-0.306-0.153 0.0 0.0 0.0 0.0
69 0.0'N -2.046-2.229-2.412-2.676-2.939-1.566-0.193-0.691-1.189 0.193 1.574 1.620 1.666 0.833 0.0 0.0 0.0 0.0 0.0 0.0
68 45.0'N -1.809-1.114-0,419-1.297-2.176-1.094-0.012 0.055 0.121 0.454 0.787 0.810 0.833 0.417 0.0 0.0 0.0 0.0 0.0 0.0
68 30.0'N -1.573 0.001 1,575 0.081-1.413-0.622 0.170 0.800 1.430 0.715 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
€8 15.0'N -1.530-0.914-0.298-1.159-2.020-1.843-1.666-0.847-0.029-0.01h 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
68 0.0'N -1.087-1.829-2.171-2.399-2.627-3.06-3,501-2.494-1,488-0.744 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
67 45.0'N  0.492 0,040-0.411-0.538-0.665-1.459-2.253-2,268-2.262-1.551-0.819-0.381 0.057 0.029 0.0 0.0 0.0 0.0 0.0 0.0
67 30.0'N 2,472 1.910 1,348 1.322 1.297 0.146-1.006-2.041-3.077-2.357-1.638-0.762 0.115 0.057 0.0 0.0 0.0 0.0 0.0 0.0
67 15.0'N 0.924 0.983 1.042 1.754 2.465 1.925 1.384 0.688-0.008-0.3U6=0.683-0.350-0.016 0.043 0.102 0.051 0.0 0.0 0.0 0.0
67 0.0'N -0.623 0.057 0.737 2.185 3.63U 3.704 3.774 3.U17 3.060 1.666 0.271 0.063-0.146 0.028 0.203 0.102 0.0 0.0 0.0 0.0
66 45.0'N -2,216-2.114-2.011 0.357 2.726 2.978 3.231 3.011 2.791 1.724 0.656 0.291-0.073 0.014 0.102 0.085 0.068 0.031 0.0 0.0
66 30.0'N ~3,809-4.284-4.759-1.0470 1.819 2.253 2.688 2.605 2.523 1./81 1.040 0.520 0.0 0.0 0.0 0.068 0.135 0.068 0.0 0.0
66 15.0'N -1,905-2.142-2.380-0.426 1.527 2.253 2.978 2.120 1.261 0.891 0.520 0.260 0.0 0.0 0.0 0.034 0.068 0.034 0.0 0.0
66 0.0'N 0.0 0.0 0.0 0.617 1.235 2.252 3.269 1.634 0.¢ 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 00 0.0
65 45.0'N -0.441 0,253 0.946 1.551 2.156 1.895 1.634 0.817 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
€5 30.0'N -0.882 0.505 1.892 2.484 3.076 1.536 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 006 0.0
65 15.0'N 1,493 2.011 2.529 1.665 0.802-0.139-1.080-0.540 0.0 0.0 0.0 0.0 0.0 0.0 U.0 0.0 0.0 0.0 0.0 0.0
65 0.0'N 3.868 3.517 3.165 0.846-1.473-1.817-2.161-1.080 0.0 0.0 6.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
64 U5.0'N 2,364 2.909 3.454 1.582-0.291-1.181-2.071-1,916-1.761-0.880 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
64 30.0'N 0.860 2.301 3.743 2.317 0.892-0.544-1,980-2.751=3.521-1.761 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

64 15.0'N  1.596 1.599 1.603 1.098 0.593-0.047-0.686-1.681-2.683-1.792-0.901-0. 180 0.541 0.054-0.432-0.650-0.867-0.666-0. 464=0.232

64 0.0'N 2.332 0.898-0.536~0.121 0,294 0.451 0.608-0.618-1.84i~1.824~1.803-0.361 1.082 0.109-0.865-1.299-1.733-1.331-0.929-0. 464

63 45.0'N 1,166 0.449-0.268 0.543 1.353 1.553 1,753 0.883 0.014~0.249-0.511 0.352 1.216 0.257-0.702-0.883-1.064-0.764-0 . 464-0.232
63 30.0'N 0.0 0.0 0.0 1.206 2.413 2.655 2.898 2.385 1.872 1.326 0.781 1.065 1.349 0.405-0.540-0.468=0.395-0.198 0.0 0.0
63 15.0'N 1.949 2.0u7 2.146 2.233 2.320 1.525 0.730 0.706 0.682 0.692 0.702 0.688 0.675 0.202-0.270-0.234-0.198-0.099 0.0 0.0
63 0.0'N 3.899 4.095 4.291 3.259 2.227 0.394-1.439-0.973-0.507 0.057 0.622 0.311 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
62 45.0'N 2.842 2.477 2.112 1.877 1.642-0.052-1.745-0.974-0.202 0.054 0.311 0.155 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
62 30.0'N 1.786 0.859-0.068 0.495 1,057-0.497-2.052-0.975 0.103 0.051 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
62 15.0'N 1.576 0.752-0.072 0.313 0.698-0.173-1,044-0.252 0.539 0.270 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
62 0.0'N 1,365 0.644-0.077 0.131 0.339 0.152-0.036 0.470 0.976 0.488 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
61 U5.0'N 1.512 1.022 0.532 0.458 0.384 0,396 0.407 0.448 0.488 0.244 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
61 30.0'N 1.659 1.400 1.141 0.785 0.430 0.640 0.850 0.425 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
61 15.0'N 0.773 0.965 1.156 1.052 0.948 0.869 0.789 0.351-0.087-0.044 9.0 0.0 0.0 0.0 0.0 ¢.0 0.0 0.0 0.0 0.0
61 0.0'N -0.113 0.529 1.172 1.319 1.467 1.097 0.728 0.277-0.174-0.087 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
60 45.0'N -0.579 0.044 0.668 0.768 0.868 0.581 0.294 0.200 0.107 0.254 0.402 0.201 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
60 3V.0'N -1.085-0.441 0.164 0.217 0.269 0.065-0.140 0.123 0.387 0.596 0.804 0.402 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
60 15.0'N =0.173-0.043 0.087 0.188 0.288 0.109-0.070 0.062 0.194 0.298 0.402 0.201 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
60 0.0'N 0.699 0.355 0.010 0.158 0.307 0.153 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.6 0.0 0.0 0.0
59 45.0'N 0.743 0.511 0.279 0.388 0.497 0.423 0.349 0.391 0.433 0.419 0.405 0.353 0.301 0.234 0.166 0.065-0.037-0.018 0.0 0.0
59 30.0'N 0.788 0.668 0.548 0.618 0.688 0.693 0.697 0.781 0.865 0.837 0.809 0.706 0.603 0.468 0.333 0.130-0.073-0.037 0.0 0.0
59 15.0'N 0.127 0.342 0.557 0.442 0.328 0.431 0.534 0.603 0.67) 0.528 0.384 0.679 0.974 0.833 0.693 0.542 0.391 0.195 0.0 0.0
59 0.0'N -0.534 0.016 0.565 0.266-0.032 0.169 0.372 0.425 0.478 0.219-0.041 0.652 1.345 1.199 1.053 0.954 0.855 0.427 0.0 0.0

58 45.0'N ~0.046 0.175 0.397 0.129-0.139 0.331 0.800 0.701 0.601 0.115-0.371 0.022 0.41is 0.490 0.566 0.662 0.759 0.162-0.436-0.U55

58 30.0'N  0.441 0.335 0.229-0.009-0.246 0.492 1.229 0.977 0.725 0.012-0.701-0.609-0.517-0.219 0.079 0.37} 0.663-0.104-0.871-0.910

58 15.0/K -0.752-0.559-0.366-0.183-0.000 0.270 0.540 0.859 1.177 0.149-0.880-0.998-1.117-0.706-0.296 0.260 0.815 0.106-0.602-0. 790

58 0.0'N -1.9u4-1.453-0.961-0.358 0.246 0.049-0.149 0.740 1.629 0.285-1.059-1.387-1.716=1.193-0.670 0.148 0.967 0.317-0.333-0.670

57 45.07N -2.971-2.578-2.185-1.213-0.300-0,203-0.105 0.7/1 1.648 1.240 0.832-0.049-0.931-0.411 0.109 0.572 1.034 1.169 1.303 0.219

57 30.0/N -3.998-3.704-3.409-2. 128-0.846~0.1454-0.062 0.803 1.667 2.195 2.724 1.289-0.146 0.372 0.889 0.995 1.102 2.020 2.939 1.108

57 15.0'N =1,788-2.280-2.773-2.579-2.385-1.421-0.458 0.409 1.356 1.848 2.340 1.558 0.7/7 0.690 0.604 0.590 0.577 1.279 1.980 0.861

57 0.0'N 0.423-0.857-2.137-3.031-3.925-2.389-0.853 0.096 1.046 1.501 1.957 1.828 1.700 1.009 0.318 0.186 0.053 0.537 1.021 0.613

56 45.0'N -0.054-0.746-1.437-2.405~3.373-3.325-3.276-1.295 0.685 1.732 2.778 2.193 1.609 1.03) 0.452 0.434 0.416 G.182 0.549 0.45

56 30.0'N -0.531-0.630-0.738-1.780-2.822-4.260-5.699-2.687 0.325 1.962 3.599 2.553 1.518 1.052 0.586 0.G682 U.779 0.427 0.076 0.288

56 15.0/N =0.479-0.682-0.885~0.439 0.007-1.0406-2.819-2.836-2.85U-1.094 0.665 0.169-0,327-0.139 0.049 0.427 0.806 0.422 (.038 0. 144
56 0.0'N -0.427-0.730-1.U32 0.902 2.836 1.U49 0.061-2.986-6.032-4.150-2.269-2.221-2.173-1.331-0.489 0.172 0.833 0.417 0.0 0.0
55 45.0/N -0.213-0.365-0.516 0.451 1.418 1031 1.454-1.714=K_872-4 . 4i17-4.012-3.590-3. 168-2. 715-2.261-0.922 0.417 0.208 0.0 0.0
55 30.0'N 0.0 0.0 0.0 oO. 0.0 1.414 2.828-0.443-3.713-4./34-5,795-4.9%9-4. 164-4.099-4.034-2.017 0.0 0.0 0.0 0.0
55 15.0/N 0.0 0.0 0.0 0.0 V.0 0.707 1.414-0.391-2.195-2,980-3.764-3.060~2.357-2.187-2.017-1.009 0.0 0.0 0.0 0.0
55 0.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.0 0.0 -0.339-0.678-1,226-1.773-1.161-0.549-0.275 0.0 0.0
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Table A.3
COMPUTED EAST-WEST COMPONENT OF TIDAL/BAROCLINIC RESIDUAL CURRENTS

IN THE BERING AND CHUKCHI SEAS (cm/sec)
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Table A4

COMPUTED NORTH-SOUTH COMPONENT OF TIDAL/BAROCLINIC RESIDUAL CURRENTS
IN THE BERING AND CHUKCHI SEAS (cm/sec)

181W  180W 180W 179W 1T9W  178W 178W 177W ITTW  176W  176W  175W  175W  17uW  1T4W  173W 173W 172W 172W  171W
0.0' 30.0' 0.0' 30.0' 0.0' 30.0" 0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0'

72 0.0'N 0.549 0.549 0.549-1.815-4.179-0.615 2,950 4.257 5.564 3.800 2.035 1.378 0.727-0.063-0.847-1.514-2,181-1,257-0.3331. 301
71 45.0'N  0.275 0.275 0.275-0.907-2.090 0.154 2.397 3.113 3.829 2.363 0.897 0.156-0.586-1.861-3.137=2.726-2.316-1.132 0.052-0.647
71 30.0'N 0.0 0.0 0.0 0.0 0.0 0.922 1.844 1.969 2.095 0.927-0.240-1.067-1.893-3.660-5.426-3.939-2.451-1.006 0.438 0.007
71 15.0'N 0.0 0.0 0.0 0.0 0.0 0,461 0,922 2.898 4.874 3.07/7 1.280-1.143-3.566-4.452-5.338-2.605 0.129 0.203 0.2 /8~0.064
71 0.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 3.826 7.652 5.226 2.800-1.220-5.239-5.24~5.250-1.27) 2.708 1,413 0.119-0.136
70 45.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.554 3.109 0.259-2.592-4.819-7.047-5.74l-4.440-1.653 1.135 0°961 0.788 0.228
70 30.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 =0.717-1.435-4.7009~7.983-8.1119-8.855-6.213-3.630-2.034-0.438 0.510 1.457 0.593
70 15.0'N  3.995 3.995 3.995 2.672 1,349 1,046 ¢.743-2,030-4.803-5.940-7.078-5.484-3.890-2. 713-1.536-1.071-0.605 0.527 1.660 1.141
70 0.0'N  7.990 7.990 7.990 5.344 2.698 2.092 1.486-3.3u2-8.170-7.172-6.173-2.550 1.074 0.816 0.558-0.107-0.773 0.545 1.863 1.688
69 45.0'N  3.628 3.628 3.628 3.005 2.563 0.605-1.3952-4.220-7.095-6.157-5.218-3.682-2. th6-1.705-1.265-1.351-1.437-0. 169 1.139 1.557
69 30.0'N -0.734-0.734-0.734 0.847 2.427-0.882-4.191~5,105-6.020-5. 141-4.262-14.813-5.365-4.227-3.089-2.595-2. 102-0.843 0.415 1.425
69 15.0'N -0.367-0.205-0.0U3 0.142 0,328-2.362-5.051-4.998-4 94U-I1_327-3.710-3.770-3.830-2.717-1.605-0.415 0.776 0.527 0.278 1.466
69 0.0'N 0.0 0.324 0.648-0.562-1.771-3.842-5,912-4.890~-3.868-3.513-3.157-2.726-2.295-1.208-0.121 1.766 3.653 1.898 0.142 1.507
68 45.0'N 0.0 0.162 0.324-0.281-0.886-2.921-14,957-1.288-3.620-2.129-0,638-0.690-0. 74 1-0.470-0.198 0.992 2.182 1.566 0.950 1.350
68 30.0'8 0.0 0.0 0.0 0.0 0.0 -2.001-4.002-3.687-3.372-0.705 1.881 1.347 0.813 0.268-0.276.0.218 0.712 1.235 1.758 1.194
68 15.0'N 0.0 0.0 0.0 0.0 0.0 -l.000-2.001-1.8“3-\.686-?.365-3.0“3-1.930-U.ﬂ‘7-1.8?6~2.835-‘.2?u 0.387 1.171 1.956 1.897
68 0.0'N 0.0 0.0 0.0 0.0 0.0 0.0 .0 0.0 0.0 -3.984-7.967-5.207-2.447-3.921-5.395-2.666 0.063 1.108 2.154 2.600
67 45.0'% 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -1.992-3.984-3.430-2.876-3.787-i.698-2.813-0.989 0.259 1.508 1.993
67 30.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 =-1.652-3.304-3.653-4.001-3.021-2.041-0.590 0.861 1.387
67 15.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.826~1.652-1.826-2.000-1.510-1.020~1.045-1.069 0.913
67 0.0'N 0.0 0.0 00 0.0 0.0 0.0 00 0.0 0.0 0.0 6.0 0.0 0.0 0.0 0.0 0.0 0.0 -1.500-3.000 0,439
66 45.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 6.0 0.0 -0.750-1.500 1,011
66 30.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.643
66 15.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.822
66 0.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

65 45.0'N 0.0 0.0 0.0 -0.128-0.255-0.128 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

65 30.0'N 0.0 0.0 0.0 -0.255-0.510-0.255 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

65 15.0'N 0.0 0.0 0.0 -0.316-0.632-0.316 0.0 -0.022-0.045-0.022 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.024
65 0.0'N 0.0 0.0 0.0 -0.377-0.754-0.377 0.0 -0.045-0.089-0.045 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.049
6k U5.0'N 0.0 <-0.055-0.109-0.010 0.089-0.105-0.299-0.373-0.448-0.477-0.506-0.253 0.0 0.0 0.0 030 0.0 0.443 0.886 0.853
64 30.0'N 0.0 =-0.109-0.219 0.356 0.931 0.167-0.598-0.702-0.807-0.909-1.012-0.506 0.0 0.0 6.0 0.0 0.0 0.886 1.772 1.657
64 15.0'N  0.172-0.036-0.243 0.084 0.112-0.099-0.6U9-0.093 0.422-0.251-0.924~2.168-3.411-2.732-2.054=1.027 0.0 2,138 %.277 3.111
64 0.0'N 0.34h 0.038-0.267-0.188-0.108-0.364-0.621 0.515 1.651 0.4(18-0.6836-3.829-6.822-5.165-4.107-2.054 0.0  3.391 6.782.4.565
63 45.0'N -0.193 0.050 0.292 0.441 0.590 0.973 1.357 1,090 0.824~1.513-3.851~k.773-5.69%-3.787-1.878 0.485 2.847 3.479 k.111 2.6u2
63 30.0°N -0.729 0.061 0.852 Q070 1.288 2.311 3.335 1.666-0.003-3.4304-6.865-5.71/-4.569-2.108 0.352 3.023 5.694 3.567 1.440 0,720
63 15.0'N -0.364 D.955 2.274 1.346 0.417 0.515 0.612-0.205-1.023-2.990-4.958-3.136-1.314 0.748 2.809 3.044 3.280 1.633-0.015-0.007
63 0.0'N 0.0 1.8i8 3.696 1.622-0.453-1.281-2,110-2.076-2.002-2.546-3.050-0.55 1.941 3.603 5.265 3.065 0.B66-0.302-1.469-0.735
62 45. 0.0 0.535 1.071-0.374-1.819-1.561-1.303-0.515 0.274-0.783-1.840 0.095 2.031 2.699 3.367 1.461-0.144~-0.689-0.934-0.088
62 30.0'N 0.0 =-0.777-1.555-2.369-3.1811-1,8010-0.196 1.047 2.589 0.980-0.630 0.745 2.120 1.79h 1.168-0.143~1.75k=1.076-0.399 0.559
62 15.0'N 0.496 0.108-0.281-0.231-0.180 0.199 0.578 0.533 0.489 0.456 0.42h 2.141 3.858 2.736 1.615 0.294-1.028-0.386 0.255 0.550
62 0.0'N 0.993 0.993 0.993 1.908 2.823 2.237 1.651 0.019-1.612-0.067 1.478 3.536 5.595 3.679 1.762 0.730-0.302 0.304 0.910 0.541
61 4S.0'N -1.272-1.272-1.272-0.817-0.362-0.057 0.249-0.609-1.466 0.421 2.308 3.443 4.578 2.539 0.500-0.019-0.537-0.010 0.518-0.029
61 30.0'N -3.536-3.536-3.536-3.562-3.518-2.350-1.153-1.237-1.321 0.909 3.139 3.350 3.560 1.399-0.762-0.767-0.773-0.324 0.326-0.598
61 15.0°N -2.173-2.173-2.173-2.403-2.633-1.680-0.727-1.008-1.288 0.938 3.165 3.581 3.997 1.860-0.276-0.611-0.945-0.475-0.005-0. 194
61 0.0’N -0.809-0.809-0.809-1.263-1.718-1.009-0.300-0,778-1.255 0.968 3.191 3.812 .433 2.321 0.209-0.454-1.116-0.626-0.135 0.211
60 45.0°N <0.405-1.015-1.625-1.730~1.835-1,473-1.111-1,496-1.882 0.205 2.292 3.245 4.199 2.068-0.062-0.310-0.558-0.596-0.634-0.324
60 30.0'N 0.0 -1.220-2.k41-2.196-1.952-1.937-1.921-2.215-2.509-0.557 1.394 2.679 3.96i 1.816-0.333-0.166 0.0 -0.567-1.133-0.859
60 15.0'N 0.0 -0.610-1.220-1.221-1,223-1.560-1.898-2.337-2.776-0.573 1.629 2.910 4.191 1.597-0.998-0.499 0.0 -0.603-1.206-0.791
60 0.0'N 0.0 0.0 0.0 -0.246-0.493-1.184-1.874-2.458-3.042-0.589 1.865 3.141 h_ 418 1.378-1.663-0.831 0.0 -0.639-1,278-0.722
59 45.0'N 0.0 0.0 0.0 =-0.123-0.246-0.925-1.603-2.510-3.417-0.242 2.933 4.470 6.008 2.387-1.234~1.160-1.085~1.059-1.033-0.594
59 30.0°N 0.0 0.0 0.0 0.0 0.0 -0.666-1.333-2.562-3.792 0.105 4.002 5.799 7.597 3.396-0.806-1.488-2.170-1.479-0.788-0.466
59 15.0/ 0.0 0.0 0.0 0.0 0.0 =-0.333-0.666-1.412-2.158 0.625 3.408 3.714 4.021 0.730-2.560-1.830-1.100-0.981-0.863-0.599
59 0.0'N 6.0 0.0 0.0 0.0 0.0 0.0 0.0 =-0.262-0.523 1,145 2.814 1.629 0.4lk-1.935-4.313-2.171-0.029-0.483~0.937-0,732
58 45.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.131-0.262 0.183 0.628 0.865 1.102-0.337-1.776-0.701 0.374 0.701 1.027-0.434
58 30.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.778-1.557 0.102 1.761 1.261 0.761 0.769 0.778 1.884 2.991-0.135
58 15.0'N 0.0 0.0 0.0 ©0.0 0.0 0.0 0.0 0.0 0.0 -0.389-0.778-0.330 0.118 0.052-0.013 0.811 1.635 1.817 1.999-0.292
58 0.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.763-1.526-1.156-0.787 0.853 2.493 1,750 1.008-0.449
7 45.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 =0.381-0.763-0.672-0.581 0.273 1.128 1.125 1.122-0,375
57 30.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.187-0.374-0.306-0.238 0.499 1.236-0.301
57 15.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.094-0.187-0.263-0.339 0.060 0.459-0.381
57 0.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 =0.220-0.440-0.379-0.318-0.462
56 45.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.6 0.0 0.0 0.0 =0.110-0.220-0.365-0.509-0.585
56 30.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 00 00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.350-0.700-0.709
56 15.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.175-0.350-0.597
56 0.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 00 0.0 0.0 0.0 ©0 0.0 0.0 0.¢ 0.0 0.0 0.0 0.0 -0.484
55 45.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ©.0 0.0 0.0 0.0 =-0.2u2
55 30.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 .0 0.0 0.0 0.0 0.0 0.0 00 0.0 0.0 0.0

$5 15.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

55 0.0'N 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
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Table A.5

COMPUTED NORTH-SOUTH COMPONENT OF TIDAL/BAROCLINIC RESIDUAL CURRENTS
IN THE BERING AND CHUKCHI SEAS (cm/sec)

171W 170W  170W  169W  169W  168W  168W  167W  167W  166W  166W IGSM I65W  164W  164W  163W  163W  162W  162W  16WW
0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0' 30.0' 0.0’ 30.0° 0.0' 30.0' 0.0' 30.0° 0.0°' 30.0'

72 0.0'N -2.269-1.847-1.425-0.818-0.212 0.152 0.516 0.216-0.084 0.334 0.751 0.848 0.944 0.882 0.820 0.871 0.922 1.56) 2.200 2.177
TV 45.0'N =1.346-1.230-1.114-0.389 0.336 0.445 0.554 0.829 1.103 1.32% 1.546 1.206 0.865 1.137 1.409 1.395 1.380 1.82% 2.268 2.162
71 30.0'N -0.423-0.614-0.804 0.040 0.884 0.738 0.592 1.4471 2.290 2.316 2.381 1.56% 0.787 1.392 1.998 1.918 1.839 2.087 2.335 2.1a8
71 15.0'N -0.407-0.327-0.2u46 0.322 0.890 0.507 0.124 1.539 2.955 3.131 3.307 2.123 0.939 1.487 2.035 2.052 2.070 2.2h7 2.42%4 2.220
71 0.0'N -0.391-0.040 0 311 0.604 0.897 0.276-0.344 1,638 3.620 3.9046 4.272 2.682 1.092 1.582 2.072 2.186 2.300 2.507 2.513 2.292
70 45.0'N -0.331 0.253 0.838 0.643 0.447 0.735 1.022 2.922 4.82) 1.623 2.424 0.766-0.892 0.266 1.425 0.989 0.473 0.911 1.349 0. 191
70 30.0'N -0.272 0.547 1.365 0.681-0.003 1.193 2.389-5.2U6 6.023 3.299 0.576-1.151-2.877-1.049 0.779-0.288-1.355-0.585 0. 184-1.910
70 15.0'N 0.62% 0.727 0.834 0.456 0.077 1.579 3.080 3.339 3.599 1.052-1.49%-1.981-2.467-0.530 1.406 1.010 0.614 0.353 0.092-0.955
70 0.0'N 1,514 0.908 0.303 0.230 0.158 1.964 3.771 2.473 1.17h-1.195-3.564-2.810-2.057-0.012 2.033 2.308 2.583 1.291 0.0 0.0
69 45.0'N  1.974 1.993 2.011 1.274 0.537 1.006 1.476 1.226 0.976 0.138-0.701-0.757-0.812 0.053 0.919 0.898 0.876 0.438 0.0 0.0
69 30.0'N 2.434 3.077 3.720 2.318 0.916 0.048-0.820-0.02% 0.778 1.470 2.162 1.297 0.432 0.118-0.196-0.513-0.830-0.415 0.0 0.0
69 15.0'N  2.653 2.656 2.659 1.703 0.747 0.844 0.941 0.798 0.656 0.901 1.146 0.193-0.761 0.320 1.401 0.493-0.415-0.208 0.0 0.0
69 0.0'N 2.871 2.234 1.597 1.087 0.577 1.640 2.702 1.618 0.534 0.332 0.131-0.911-1.953 0.523 2.999 1.499 0.0 0.0 0.0 0.0
68 45.0'N 1.751 1,483 1.216 1.729 2.241 3.017 3.792 2.038 0.28% 1.000 1.716 0.370-0.977 0.261 1.499 0.750 0.0 0.0 0.0 0.0
68 30.0'N 0.631 0.733 0.835 2.370 3.905 4.394 4.883 2.458 0.034 1.667 3.301 1.650 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
68 15.0'N 1.838 1.689 1.5u0 2.201 2.863 3.619 4.374 3.029 1.684 2.179 2.675 1.3370.0 0.0 0.0 00 0.0 0.0 0.0 0.0
68 0.0'N 3.0u5 2.6h5 2.245 2.033 1.821 2.843 3.866 3.600 3.334 2.692 2.049 1.024 0.0 0.0 0.0 00 ©.0 0.0 0.0 0.0
67 45.0'N 2,479 1.8h3 1.206 1.490 1.774 2.634 3.49% 3.430 3.365 3.137 2.909 1.458 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
67 30.0'N 1.913 1.040 0.168 0.947 1.726 2.425 3.124 3.260 3.396 3.582 3.768 1.884 0.0 0.0 0.0 0.0 ©.0 0.0 0.0 0.0
67 15.0'N 2.895 1.808 0.721 1.435 2,148 2.078 2.008 3.05% 4.093 4.376 8.659 2.777 0.895 0.394-0.108-0.058 0.0 0.0 0.0 0.0
67 0.0'N 3.877 2.576 1.275 1.922 2.569 1.731 0.892 2.841 4.790 5.170 5.549 3.670 1.790 0.788-0.215-0.108 0.0 0.0 0.0 0.0
66 45.0'N 3.582 2.525 1.469 2.064 2.660 1.628 0.596 1.996 3.396 3.783 4.171 2.714 1.257 0.575-0.107-0.098-0.089-0.04% 0.0 0.0
66 30.0'N 3.287 2.475 1.663 2.207 2.750) 1.525 0.300 1.150 2.001 2.397 2.793 1.758 0.723 0.362 0.0 -0.089-0.177-0.089 0.0 0.0
66 15.0'N  1.643 1.237 0.832 3.986 7.141 4_780 2.420 2.406 2.392 1.89% 1.396 0.879 0.362 0.181 0.0 -0.044-0.089-0.04% 0.0 0.0
66 0.0'N 0.0 0.0 .0 5.76611.532 8.036 4.540 3.662 2.784 1.392 0.0 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 0.0
65 45.0'N 0.0 0.0 0.0 4.80) 9.602 7.278 4.954 3.173 1.392 0.696 0.0 0.0 0.0 0.0 00 0.0 ©0.0 00 00 0.0
65 30.0'N 0.0 0.0 0.0 3.836 7.673 6.521 5.369 2.684 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
65 15.0'N  0.049 0.914 1.780 4.476 7,173 6.381 5.589 2.79506.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
65 0.0'N 0.098 1.828 3.559 5.11/ 6.674 6.242 5.810 2.905 0.0 0.0 0.0 v.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
64 45.0'N 0.820 2.529 4.237 %4.958 5.679 5.845 6.011 4.032 2.053 1.026 0.0 ©.0 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0
64 30.0'N 1,543 3.229 4.915 4.800 4.685 5.449 6.213 5.159 4.105 2.053 0.0 0.0 0.0 0.6 0.0 0.0 0.0 0.0 0.0 0.0
6l 15.0'N 1,945 2.774 3.603 3.124 2.644 3.369 4.094 3.607 3.121 1.948 0.775 0.388 0.0 0.0 0.0 0.0 0.0 -0.530-1.060-0.530
64 0.0'N 2,348 2.319 2.291 1.447 0.603 1,289 1.974 2.056 2.137 1.84% 1.550 0.775 0.0 0.0 0.0 0.0 0.0 -1.060-2.120-1.060
63 45.0'N  1.174 1.160 1.146 1.766 2.387 2,599 2.811 2.7166 2.722 2.618 2.514 1.842 1.169 0.805 0.441 0.633 C.824 0.085-0.653-0.327
63 30.0'N 0.0 0.0 0.0 2.086 4.172 3.909 3.647 3.477 3.307 3.393 3.478 2.908 2.338 1.610 0.883 1.265 1.648 1.231 0.814 0.807
63 15.0'N 0.0 0.0 0.0 2.355 4.710 4,121 3.533 3.950 3.567 3.122 2.677 3.098 3.519 1.980 U.uu41 0.633 0.824 0.616 0.807 0.20%
63 0.0'N 0.0 0.0 0.0 2.62% 5.248 4.333 3.418 3.623 3.827 2.852 1.877 3.288 6.700 2.350 0.0 0.0 V.0 0.0 0.0 0.0
62 45.0'N  0.759 0.817 0.875 1.750 2.625 2.795 2.96% 2.940 2.915 1.975 1.035 1.693 2.350 1.1750.0 0.0 0.0 0.0 0.0 0.0
62 30.0'N  1.517 1.633 1.749 0.876 0.003 1.256 2.510 2.256 2.003 1.098 0.193 0.097 0.0 0.0 0.0 ©.0 0.0 0.0 0.0 0.0
62 15.0'N  0.845 0.968 1.092 0.660 0.229 0.908 1.587 1.490 1.393 0.940 0.488 0.24% 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
62 0.0'N 0.172 0.303 0.434 0.445 0.455 0.560 0.665 0.724 0.782 0.782 0.782 0.391 0.0 0.0 0.0 O©0.U 0.0 0.0 0.0 0.0
61 45.0'N ~0.575-0.134 0.306 0.391 0.h76 0.453 0.#30 0.719 1.008 0.700 0.391 0.196 0.0 0.0 0.6 0.0 0.0 0.0 0.0 0.0
61 30.0°N =1 0.572 0.178 O. 335 0.498 0.346 0.19% 0.7)14 1,234 0.617 0.0 0.0 0.0 0.0 008 00 0.0 0.0 0.0 0.0
61 15.0'N 0.120 0.142 0.085 0.027 0.389 0.751 1.024 1.297 0.648 0.0 0.0 0.0 0.0 ©0.0 0.0 0.0 0.0 0.0 0.0
61 0.0'N 0.556 0.332 0.107-0.168-0.443 0.432 1.307 1.333 1.360 0.680 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
60 U5.0'N -0,015-0.125-0.235-0.285~0.334 0.273 0.880 0.751 0.62%1 0.249-0.123-6.062 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
60 30.0'N -0.585~0.582-0.578-0.402-0.225 0.1t4 0.454 0. 168-0.117-0.182-0.246 230.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
60 15.0'N -0.376~0.381~0.386-0.491-0.597-0.185 0.226 0.084-0.059-0.091-0. 123~ 8-0.633-0.316 0.0 0.0 0.0 0.0 0.0 0.0
60 0.0'N -0.166-0.180-0.194-0.581~0.968-0.485-0.002-0.001 0.0 0.0 0.0 -0.633-1.266-0.633 0.0° 0. 0.0 0.0 0.0 0.0
59 45.0'N ~0.155-0.351-0.548-0.742-0.937-0.753-0.568-0.284 0.0 0.0 0.0 -0.649-1.297-0.649 0.0 0.0 0.0 0.0 0.0 0.0
59 30.0'N -0.144-0.522-0.901-0.904-0.906-1.020-1.134~0.567 0.0 0.0 0.0 =-0.665-1.329-0.665 0.0 0.0 0.0 0.0 0.0 0.0
59 15.0'N -0.335-0.627-0.919-1.043-1.166-1.266-1.367-0.808-0.249~-0.095 0.060-0.692-1.844-0.793-0. uz 0.124-0.106-0,005 0.097 0.048
59 0.0'N -0.527-0.732-0.938-1.182-1.426-1.513-1.599~1,049-0.499-0. 189 0.120-0.719-1.559-0.921-0.264-0.258-0.212-0.009 0.193 0.097
58 45.0'N ~1.894-1.782-1.671-1.515-1,358-1.400-1.442-1.033-0.624-0.524-0.225-0.652-1.080-0.635-0. 190-0.153-0. 117-0.193-0.270-0. 135
58 30.0'N -3.261-2.833-2.404-1.818-1.291-1.288-1.284~1.016-0.748-0.659~0.569-0.586~0.602-0. 349-0.096-0.059-0.022-0.377-0.733-0. 367
58 15.0'N ~2.583-2.180-1.777-1.504-1.310-1.252-1.194-1.382~1.569~1.832-2.096-1.538-0.980~0.745~0.509-0.682-0. 774-1.012-1.250-0.617
58 0.0'N -1.905-1.528-1.150-1.240~1.329-1.217-1.105-1.747-2.389-3.006~3.623-2.491~1,359-1. 141-0.923-1.224-1.526-1.647-1.767-0.866
57 45.0'N ~1,871-1.873-1.875-1.278-0.680-0.842-1.003~1.473-1.942-2.250-2.538-1.926~1.313-0.623 0.067-0.246-0.559~0.851-1.144-0.588
57 30.0'N ~1.838-2.219-2.601-1.316-0.031-0.466-0.901~1,198-1.496-1.474~1.453-1.360-1.268-0.105 1.057 0.733 0.409-0.056-0.520-0.309
57 15.0'N -1.221-0,976-0.731-0.602-0.472-0.431~0.389~0. 706-1.023-1.363-1.703-1.192-0.681 0.383 1.448 1.156 0.863 0.315-0.233 0.216
57 0.0'N -0.605 0.267 1.138 0.113-0.913-0.395 0.123-0.214-0.551-1.252-1.954-1.025-0.095 0.872 1.840 1.579 1.318 0.686 0.055 0.741
56 45.0'N -0.662-0.262 0.138-0.089-0.317-0,05) 0.214 0.142 0.069-0.886-1.841-1.401-0.968-0.097 0.77h 0.679 0.585 0.497 0.410 0.783
56 30.0'N -0.719-0.791-0.862-0.292 0.279 0.293 0.306 0.498 0.689-0.519-1.728-1.784-1.840-1.066~0.291-0.220-0. 148 0.308 0.765 0.836
56 15.0'N -0.843-0.908-0.974-0.788-0.602-0.579-0.557 0.534 1.625 1.221 0.817~0.491-1.800-1.178-0.557-0.193 0.171 0.377 0.584 0.519
56 0.0'N -0.968-1,026-1.085-1.283~1.482-1.451-1.420 0.571 2.562 2.962 3.363 0.801-1.760-1.291-0.822-0.167 0.489 0.447 0.404 0.202
55 45.0'N -0.484-0.513-0.542-0.642-0.741-0.658-0.575 0.812 2.199 2.066 1. 933-0 9h7- 34-0.841-0.643-0.444~0.121 0.202 0.101
55 30.0'N 0.0 0.0 0.0 0.0 0.13% 0.271 1.054 1.837 1.170 0.5 .696-5. B .377-0.689 0.0 0.0
55 15.0'N 0.0 0.0 0.0 0.0 0.0 0.068 0.135 0.037-0.061 0.348 0. 156 0.931-2, 6|a-1 1245 0.129-0.280-0.689-0.344 0.0 0.0
S5 0.0'N 0.0 0.0 0.0 0.0 0.0

6.0 0.0 0.0 0.0 -0.979-1.958-0.475 1.008 0.834 0.659 0.888 1.118 0.559 0.0 0.0
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Table A.6
COMPUTED NORTH-SOUTH COMPONENT OF TIDAL/BAROCLINIC RESIDUAL CURRENTS
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